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AFOSR CONTRACTORS MEETING IN PROPULSION
I

Bally's Park Place Casino Hotel and Tower, Atlantic City NJ
14-18 June 1993

I MONDAY 14 JUNE 1993

01:15 - 01:30 Welcome and Administrative Announcements

3 SUPERSONIC COMBUSTION
Chairman: E S Oran, Naval Research Laboratory

1 01:30 - 02:15 Turbulent Reacting Flows and Supersonic Combustion
C T Bowman, M G Mungal, R K Hanson, and W C Reynolds,3 Stanford University

02:15 - 03:00 Chemical Reactions in Turbulent Mixing Flows
P E Dimotakis, California Institute of Technology

03:00 - 03:30 BREAK

03:30 - 04:00 Ramjet Research
A S Nejad, WL/POPT

04:00 - 04:30 Theories of Turbulent Combustion in High Speed Flows
F A Williams and P A Libby, University of California, San Diego

04:30 - 05:00 Controlling Combustion and Maximizing Heat Release in a
Reacting Compressible Free Shear Layer
L Keefe, Nielsen Engineering and Research, Inc.

i 05:00 - 07:30 BREAK

07:30 - 09:30 WORKSHOPS

I Supersonic Combustion and Compressible Turbulence
K Kailasanath, Naval Research Laboratory

I Soot
R J Santoro, Pennsylvania State UniversityI

i - 1-



TUESDAY. 15 JUNE 1993 1
TURBULENT COMBUSTION MODELING AND EXPERIMENTS

Chairman: T A Jackson, WL/POSF

08:30 - 09:00 Investigation of the Laminar Flamelet Model of Turbulent Diffusion I
Flames
G Kosaly and J J Riley, University of Washington I

09:00 - 09:30 Development and Assessment of Turbulence-Chemistry Models in
Highly Strained Non-Premixed Flames
S M Correa, General Electric Corporate Research and I
Development I

09:30 - 10:00 Mapping Closures for Turbulent Combustion
S B Pope, Cornell University

10:00 - 10:30 BREAK

10:30 - 11:00 Reaction Zone Models for Vortex Simulation of Turbulent 3
Combustion
A F Ghoniem, Massachusetts Institute of Technology

11:00 - 11:30 Two- and Three-Dimensional Measurements in Flames
M B Long, Yale University

11:30 - 12:00 High Resolution Measurements of Mixing and Reaction Processes
in Turbulent Flames
W J A Dahm, University of Michigan

12:00 - 01:30 LUNCH F
FLAMES AND MIXING

Chairman: A S Nejad, WL/POPT I
01:30 - 02:00 Combustion Research

W M Roquemore, WL/POSF

02:00 - 02:30 Studies on High-Pressure and Unsteady Flame Phenomena
C K Law, Princeton University 3

02:30 - 03:00 A Study of Mixing and Combustion in the Presence of a Strong
Streamwise Vorticity 3
M Samimy and L Kennedy, Ohio State University

03:00 - 03:30 BREAK 5
-2- 3



I

RAM ACCELERATORS AND OBLIQUE DETONATION WAVES

03:30 - 04:00 Fundamental Research to Advance Ram Accelerator Technology
Capt R Drabczuk, WL/MNSH

04:00 - 04:30 Numerical Studies of the Ram Accelerator
E S Oran, J P Boris, K Kailasanath,and C-P Li, Naval Research
Laboratory

04:30 - 05:00 Initiation and Modification of Reaction by Energy Additions: Kinetic
and Transport Phenomena
F E Fendell and M-S Chou, TRW Space and Technology Group

1 05:00 - 07:30 BREAK

3 07:30 - 09:30 WORKSHOPS

Status and Future Directions for Modeling Turbulent
Combustion

A F Ghoniem, Massachusetts Institute of Technology

Supercritical Fuel Behavior
L D Chen, University of Iowa

3 WEDNESDAY, 16 June 1993

08:30 - 10:00 Business Meeting for AFOSR Grantees and Contractors Supported
In Dr Tishkoff's Research Subareas

3 10:00 - 10:30 BREAK

10:30 - 12:30 WORKSHOP AND GENERAL DISCUSSION

I Transitioning Research To Propulsion Technology
W M Roquemore, WL/POSF

I 
_Aoession For12:30 - 14:30 LUNCH N" --£

DTIQ TAB C
UlaamxQWced Cl
Just tf1.

14:30-17:00 INVITED SPEAKERS
I (Agenda will be provided at the meeting) BY
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THURSDAY, 17 JUNE 1993

SOLID-PROPELLANT ROCKET DYNAMICS
Chairman: T Edwards, Wright Laboratory I

08:30 - 09:20 Nonsteady Combustion Mechanisms of Advanced
Solid Propellants
M Branch, University of Colorado; M Beckstead,
Brigham Young University; M Smooke, Yale University;
V Yang, Penn State University

09:20 - 09:40 Thermal Decomposition Mechanisms of New
Polycyclic Nitramines I

T B Brill, University of Delaware

09:40 - 10:00 Combustion Kinetics of HEDMs and Metallic Fuels I
A Fontijn, RPI

10:00 - 10:20 DISCUSSION ON PROPELLANT COMBUSTION I
DYNAMICS PROGRAM

10:20- 10:40 BREAK U
10:40 - 11:00 Nonlinear Acoustic Processes in Solid Rocket Engines

D R Kassoy, University of Colorado I
11:00 - 11:20 DNS of Acoustic-Mean Flow Interactions in Solid Rockets

S Mahalingam, University of Colorado

11:20 - 11:40 Flame Driving and Flow Turning Losses in Solid Rockets 3
B T Zinn, Georgia Tech

11:40 - 12:00 Combustion and Plumes 3
D Weaver, Phillips Laboratory

12:00 - 12:30 DISCUSSION ON CHAMBER DYNAMICS PROGRAM

12:30 - 14:00 LUNCH

I
I
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I PLASMA PROPULSION
Chairman: R H Frisbee, Jet Propulsion Laboratory

ARCJET PROPULSION

14:00 - 14:20 Laser Fluorescence Diagnostics for Arcjet Thrusters
D Keefer, UTSI

14:20 - 14:40 Fundamental Studies of the Electrode Regions
in Arcjet Thrusters
M Cappelli, Stanford University

14:40 - 15:00 Plasma Diagnostics
R Spores, Phillips Laboratory

15:00- 15:30 BREAK

15:30 - 15:50 Performance Characteristics of Plasma Thrusters3 M Manuel-Martinez, MIT

15:50 - 16:10 Laser Sustained Plasmas at Non-LTE Conditions

3 H Krier, University of Illinois at Urbana-Champaign

16:10 - 16:30 DISCUSSION ON THE ARCJET PROGRAM

1 16:30 - 16:50 BREAK

3 CLUSTER ION PROPULSION

16:50 - 17:10 A High Thrust Density, C60 Cluster, Ion Propulsion
V J Hruby, Busek Co, Inc.

17:10- 17:30 Electrostatic Ion Propulsion using C60 Molecules
D Goodwin, Caltech

17:30 - 17:50 DISCUSSION ON THE CLUSTER ION PROPULSION

5
I
I
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FRIDAY, 18 JUNE 1993 1
LIQUID-PROPELLANT ROCKETS i

Chair: D Weaver, Phillips Laboratory

08:30 - 08:50 Fundamentals of Acoustic Instabilities in
Liquid-Propellant Rockets

F A Williams, University of California 3
08:50 - 09:10 Modeling Liquid Jet Atomization Processes

S D Heister, Purdue University I
09:10 - 09:30 Nonlinear Response of Intrinsic Acoustic Oscillations in

Combustion-Driven Devices - I
S B Margolis, Sandia National Laboratories

09:30 - 09:50 Acoustic Waves in Complicated Geometries and their 3
Interactions with Liquid-Propellant Droplet Combustion
V Yang, Penn State 1

09:50 - 10:10 DISCUSSION ON ATOMIZATION/COMBUSTION
MODELING i

10:10 - 10:30 BREAK

10:30 - 10:50 Supercrtical Droplet Behavior i
D G Talley, Phillips Laboratory

10:50 - 11:10 Combustion Instability Phenomena of Importance I
to Liquid Propellant Rocket Engines
R J Santoro, Penn State 3

11:10 - 11:30 Liquid Rocket Motor Combustion Stability Using
Coaxial Injectors 3
M M Micci, Penn State

11:30 - 11:50 DISCUSSION ON EXPERIMENTAL STUDIES of 3
INJECTION PROCESSES

11:50 ADJOURN 3

I
I
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m
A STUDY OF MIXING AND COMBUSTION IN SUPERSONIC FLOW3 AFOSR Contract No. 90-0151

Principal Investigators: C. T. Bowman, R. K. Hanson, M. G. Mungal and W. C. Reynolds

3 Department of Mechanical Engineering
Stanford University

Stanford, CA 94305-3032

SUMMARY/OVERVIEW:

An experimental and computational investigation of supersonic combustion flows is being
conducted to gain a more fundamental understanding of mixing and chemical reaction in
supersonic flows. The research effort comprises three interrelated elements: (1) an experimental
study of mixing and combustion in a supersonic plane mixing layer;, (2) development of laser-
induced fluorescence techniques for time-resolved, two-dimensional imaging of species
concentration, temperature and velocity; and (3) numerical simulations and analyses of

I compressible reacting flows.

TECHNICAL DISCUSSION:

Experiments in Reacting Supersonic Flows

This aspect of our research focuses on the experimental study of the combined effects of
compressibility and heat release on the structure of a reacting mixing layer. The experiments are
performed in a large-scale blowdown facility that produces a plane mixing layer between a
supersonic, high-temperature oxidizer stream and a subsonic, ambient temperature fuel stream.
The high-temperature stream is produced by burning oxygen-enriched air and hydrogen in a
vitiation heater and expanding the combustion products through a supersonic nozzle. The fuel
stream is produced by mixing hydrogen with an inert gas and expanding the mixture to a
subsonic Mach number. Several techniques are used to visualize the mixing layer: instantaneous
schlieren images provide mixing layer growth rates; time-averaged ultraviolet emission images
are used to establish the mean location of the reaction zone; and, simultaneous planar laser-
induced fluorescence (PLIF) images of OH and acetone are used to determine the instantaneous3I
structure of the reacting mixing layer.

A range of experimental conditions that provide variation in convective Mach number and heat
release are under investigation. A representative selection of flow images is shown in Fig. 1 for
a low-heat release, compressible condition. Figure la shows a composite schlieren image of the
flow. A composite time-averaged UV emission image is shown in Fig. lb. Comparison of Figs.
la and lb shows that the mean reaction zone is located on the high-speed, high-temperature side
of the mixing layer and that the mean flame standoff distance from the splitter tip is
approximately 5 cm. Figure Ic shows a typical simultaneous OH/acetone PLIF image. The
acetone image indicates the regions of unburned fuel, while the OH image indicates regions of
burning (for further details, see Ref. 1). Detailed examination of a number of images reveals the
following structural features: a distinct boundary exists between regions of OH signal and
regions of acetone signal; in regions where acetone signal is observed, there appears to be two
levels of fluorescence, separated by a distinct boundary. These images suggest a mixing layer
structure comprising primarily two zones: a hot combustion zone adjacent to the high-
temperature, oxidizing stream and a cooler, non-reacting zone adjacent to the ambient
temperature fuel stream. The structural features in the images are reminiscent of those seen in
nonreacting mixing layers at similar levels of compressibility.

I
i-7-



- ~(a)

1 ................. (b

(c)

I
I

Fig. 1 Images of a M,1 = 0.8 reacting flow (From Ref. 1). High-speed stream conditions (T., =
1600K, M, = 1.4, Xo 2 = 0.23); low-speed stream conditions (To2 = 270K, M2 = 0.3, Xm = 0.10):
(a) schlieren image; (b) time-averaged UV emission image; the rectangular box shows the
location of the PLIF images; (c) simultaneous OH/acetone PLIF images: left, acetone image;
center, OH image; right, superposed OH/acetone image.

In addition to the reacting flow experiments, some preliminary experiments have been performed
in nonreacting flows with the goal of increasing the amount of mixing in compressible mixing
layers. The approach is the uise of mild unstable streamwise curvature to enhance the Taylor-
Goertler instability of the flow. A 15 percent increase in spreading was achieved, with increased 1
three-dimensionality present in the layer. These early experiments also suggest that the
combined use of select disturbances and curvature promises greater enhancement; these
approaches will be investigated in the near future.

Development of Supersonic Flow Diagnostics 3
This aspect of our research is aimed at establishing planar laser-induced fluorescence (PLIF)
techniques for imaging in supersonic flowfields. Successful methods will be applied in the
supersonic combustion facility. During the past year, good progress has been made in 1
establishing methods for quantitative imaging of three gasdynamic parameters: rotational
temperature, vibrational temperature, and velocity.

Our recent work includes two key experimental advances: (1) the use of two tunable dye laser1
sources and two intensified CCD cameras, which enable acquisition of two closely-spaced (250
nsec) PLIF images for the same measurement plane; and (2) the use of on-line monitoring of I

-8- 1



Slaser energy, sheet intensity distribution and laser spectral distribution for each laser pulse. The
ability to acquire essentially instantaneous images at two wavelengths is important, since it
provides access to rotational and vibrational temperature through Boltzmann ratios, and on-line
measurement of laser parameters is essential in improving the quantitativeness of PLIF data.

An example of this work is shown in Fig. 2. Here, two PLIF images of rotational temperature in
a NO/H 20/Ar mixture that was sh.ok-heated and then expanded through a supersonic nozzle are
shown. The images acquired with the two-laser, two-camera strategy, are shown. The
temperature is inferred frorm. fle ratio of PLIF signals acquired via excitation of rotational levels
in the v = 0 level of NO (Fig. 2a), and also via excitation of rotational levels in two separate
vibrational levels ,Fig. 2b). A comparison with calculated rotational temperatures obtained
using method of characteristics (MOC) is shown in Fig. 2c. A more detailed description of this
work is gi-en in Ref. 2.

(a) (0,0) PLEF ratio (b) (0,1) PLIF ratio (c) MOC

1~2

1 1000 2000
"-2 

T (K)
0 2 4 6 8 0 2 4 6 8 0 2 4 6

xiD x/D x/D

Fig. 2 Rotational temperature images obtained from: (a) the ratio of (0,0) Q2+R 12(6) to (0,0)

Q1+P2,(5) frame-averaged images; and (b) the ratio of (0,1) P2+Q1 2(6) to (0,1) Q1 +P21(5) frame-
averaged images; (c) MOC calculation (from Ref. 2).

We also have obtained results for the instantaneous vibrational temperature and for velocity. For
-velcity measurements, only one laser, set to a specific wavelength and passed through the flow
in two directions (with one beam delayed by 300 nsec), is used. The two PLIF images can be
converted to two components of velocity in the case of axisymmetric flows. Two lasers and four
cameras could be used to obtain instantaneous, two-component velocity images in a3 nonaxisymmetric flow.

Analysis and Simulation of Supersonic Reacting Mixing Layers

I_ In this phase of our program, we are using a combination of linear stability analysis and direct
numerical simulations to investigate the structure of the large-scale eddies and reaction zone in a
model representation of the reacting mixing layer between two streams moving supersonically

- with respect to one another. The mean field of the model flow develops in time, and it is
assumed that this corresponds approximately to the development that would be seen by an
observer moving with the eddies in a spatially-developing flow. The analyses and simulations
consider the three-dimensional, time-dependent character of the flow using simple one-step,
finite-rate chemistry.

Results to date show that the key to the flow structure is the profile of mean vorticiry times meanI- density. Stability analysis shows that eddies form in regions where this profile has a maximum
and move approximately at the mean speed at this location. In a cold or subsonic mixing layer,
there is but one such peak in the middle of the layer, where the mean velocity gradient is largest,
and, hence, the flow structure is a single set of eddies. At low convective Mach numbers, these
eddies are highly two-dimensional, but as the convective Mach number is increased beyond 0.6,
the structures become more oblique (hairpins).

-9-
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I
With high heat release or at high convective Mach number, the mean density can be very low in
the vicinity of the flame, with the result that the critical profile has two peaks, one on each side l
of the flame, which resides near the point of maximum mean velocity gradient. Hence, in this
situation, there are two sets of eddies, one in each stream. The mixing layer then consists of co-
layers, each of which moves independently (see Fig. 3). Each co-layer mixes fluid from its free- 3
stream with product from the flame zone, but there is no direct mixing of fluid from the two
streams and, hence, no direct mixing of fuel and oxidizer. Heat release also reduces the
tendency towards three-dimensionality, so that, even at convective Mach numbers above 0.6, the
dominant structure in each co-layer is a nearly two-dimensional transverse vortex. There is very
little interaction between the co-layers.

stagnationl

. ~ ~ ~ ~ .. .... .... . .o ...... . .....

.....................................

..-•n Uf I

aion Ractant

points

Fig. 3. Schematic representation of the compressible plane reacting mixing layer (from Ref. 3).

The simulations show that the onset of small-scale streamwise vortices (the small-scalei
transition) occurs in each co-layer in the absence of large-scale transverse vortex pairing (unlikel
uniform-density mixing layers), and that after this transition the co-layers remain essentially
independent. The flow structure is then preferentially spanwise large-scale structurs with
superimposed small-scale energetic streamnwise vortices that act to enhance the mixing and,n
hence, the reaction rate. This suggests that artificial introduction of streamwise vortices may
provide a means for enhancing reaction in supersonic mixing layers.

Referencesi

I1. Miller, M. F., Island, T. C., Yip, B., Bowman, C. T., Mungal, M. G. and Hanson, R. K., "An I
Experimental Study of the Structure of a Compressible, Reacting Mixing Layer," AIAA-93-
0354, 31 st AIAA Aerospace Sciences Meeting, Reno, NV, Jan. 1993.

2. Palmer, J. L. and Hanson, R. K., "Planar Laser-Induced Florescence Imaging in Free Jet
Flows with Vibrational Nonequilibrium," AIAA-93-0046, 31st AIAA Aerospace SciencesMeeting, Reno, NV, Jan. 1993.

3. Planche, O.H., and Reynolds, W.C., "A Numerical Investigation of the Compressible
Reacting Mixing Layer," Report TF-56, Thermosciences Division, Department of
Mechanical Engineering, Stanford University, 1992.
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CHEMICAL REACTIONS in TURBULENT MIXING FLOWS

AFOSR Grant F49620-92-J-0290

3 P. E. Dimotakis* and A. Leonard**

Graduate Aeronautical Laboratories3 California Institute of Technology, Pasadena, CA 91125

3 Summary/Overview

The purpose of this research is to conduct fundamental investigations of tur-
bulent mixing, chemical reaction, and combustion processes; in turbulent, subsonic,
and supersonic free shear flows. The program is comprised of an experimental ef-
fort, an analytical and modeling effort, a computational effort, and a diagnostics3 development and data-acquisition effort, as directed by the specific needs of our
experiments. To elucidate molecular transport effects, experiments and theory con-
cern themselves with both liquids and gases. The computational studies are, at
present, focused on fundamental issues pertaining to the numerical simulation of
compressible flows with strong fronts.I
Technical discussion

Recent turbulent mixing data on shear layers and jets suggest that the mixing
transition, documented to take place at Re ^-t 104 in shear layers, also occurs in
turbulent jetL,. Analogous transitions, at roughly the same Reynolds number, alsoI seem to occur in a variety of other flows, suggesting that such a transition is a
universal property of turbulence.' On the basis of scaling arguments, it was argued
that the transition Reynolds number of Re • 104 represents a minimum Reynolds
number for fully-developed turbulence. At higher Reynolds numbers, the depen-
dence of mixing phenomena on Reynolds number is found to be much weaker, but
not universal.

Previous results in compressible shear layers are difficult to interpret as a con-
sequence of possible Reynolds number effects. Although compressibility effects on

Smixing have been addressed in work to date, the issue of Reynolds number effects
in compressible flows has only been raised.2' 3 We have recently conducted a series
of four "flip" experiment pairs, 4' 5 at moderate compressibility, to address Reynolds
number effects. The experiments utilized mixtures of helium and argon, to vary
Reynolds number, and consisted of two flows with identical compressibility, and
velocity, density, and specific heat ratios. The resulting chemical product thick-
nesses for low 0 are plotted in Fig. 1, along with previous subsonic data, and the
two compressible points from Hall et al.2

I * Professor, Aeronautics & Applied Physics.

** Professor, Aeronautics.
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+ K+D 1986 (#=1/10;s=1.00:1iq.)

FIG. 1 Normalized chemical product thickness for low stoichiometric mixture ratios,
0. The symbol s, in the legend, denotes the shear layer freestream density
ratio, P2/Pl, for each experiment.

The data do not indicate a strong dependence of the mixing on Reynolds num-
ber, in the range they cover. This confirms the observation that the difference
between the high and medium compressibility cases in Hall et al.is primarily due I
to compressibility and not the difference in Reynolds number. 2 The new results
axe also consistent with the previously documented decrease of chemical product
formation in incompressible shear layers, with increasing Reynolds number.6- 8 The
overall reduction in mixing seems mostly attributable to Reynolds number effects,
i.e., compressibility effects do not appear dominant at medium compressibility.'

Our work in non-premixed turbulent jet flames was extended to the study of
the effects of heat release.t These were investigated for a range of adiabatic flame
temperatures where the flow is no longer in purely jet-momentum-dominated flow 1
regime. Line-integrated temperature measurements 9'10 were performed along the
axial direction in the flame and post-flame regions. The measurements revealed a

t This part of the work was co-sponsored by the Gas Research Institute.

1
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I 3/4

3 substantial temperature overshoot in the flame region, close to the flame tip, and
a net cooling in the post-flame region. These new, previously unmodeled, results

* are significant in the context of radiative heat transfer, as well as NO. production,
which are very sensitive to the temperature field in the combustion region.

In our investigation of liquid-phase turbulent mixing flows, during this last
year, we focused on the behavior of conserved isoscalar surfaces in the far field of
turbulent jets. Using a low-noise, high-resolution (1,024 x 1,024 pixel), cryogenically
cooled, CCD camera, we have obtained spatial images of the scalar field across the
full transverse extent of the jet. Preliminary experiments were performed at a
Reynolds number of 1.8 x 104, corresponding to flow conditions in fully-developed
turbulent flow,1 with the intent of studying the evolution of the geometric properties
of the three-dimensional, isoscalar surfaces as a function of Reynolds number. In
other work in liquid-phase, turbulent jet mixing, recent data on the behavior of
the scalar fluctuations, in the far field of turbulent jets, 11 were processed to yield
spectral information as a function of Reynolds number. The new spectra do not
exhibit the expected, Reynolds-number independent, power-law behavior and do3 not support the classical k-1 theories below the Kolmogorov scale.12

Progress in our computational work to date has been documented in two, re-
cent, publications.1 3 ' 14 In this effort, a new approach for computing multidimen-
sional flows of an inviscid gas has been developed. It may be considered an extension
of the method of characteristics to multidimensional, unsteady gas dynamics. In
work in prorgess, the new method is being tested and compared with other con-
ventional schemes. Specifically, we have developed our own version of the Godunov
scheme known as MUSCL and compared with results published in the literature
(e.g., Ref. 15). In addition, we are currently computing a variety of flows aimed at
understanding the physics of the interaction of shock waves with a shear layer, or
contact discontinuity. This effort is helped by the adaptive gridding capability that3 mwe have developed. A hierarchy of overlapping grids can be used to compute differ-
ent parts of the flow with different resolution. This is particularly important when
computing regions of wave interaction where a higher resolution is often needed.

In our work on diagnostics development and instrumentation, we have made
significant advances in Image Correlation Velocimetry (work cosponsored by ONR
Grant N00014-91-J-1968),16 as well as high-speed, single- and dual-image data
acquisition. These will be discussed at the Contractors' meeting.

References3 ~Dimotakis, P. E., "Some issues on turbulent mixing and turbulence," GALCIT

Report FM93-1 (1993).
2 Hall, J. L., Dimotakis, P. E., and Rosemann, H., "Some measurements of molecu-

lar mixing in compressible turbulent mixing layers," AIAA 2 2 nd Fluid Dynamics,
Plasma Dynamics and Lasers Conference, Paper 91-1719 (1991).
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137, Ch. 5, 265-340 (1991).

Koochesfahani, M. M., Dimotakis, P. E., and Broadwell, J. E., "A 'Flip' Experi-
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I Supersonic Combustion Research Laboratory: Part I Design and Fabrication

3 AFOSR TASK 2308BW

Nejad, A. S.
Aero Propulsion and Power Directorate

Wright-Patterson AFB, Ohio 45433-7655

I Summary and Overview

The experimental Research Branch of the Advanced Propulsion Division at Wright Laboratory
began taking steps toward the development and installation of a supersonic combustion research
facility during FY93. With the push towards hypersonic flight regimes, a large-scale in-house
research facility devoted to the study of supersonic fuel-air mixing and combustion provides a
clear vehicle for enhancing the basic knowledge and data base through the use of conventional
and state-of-the-art non-intrusive diagnostic techniques. These techniques are employed to gain
a better understanding of the behavior of the turbulent flows within realistic combustor
geometries with and without heat release.

I Extensive modifications were required to prepare the existing test cell in building 18C, Room 19
for accepting a supersonic test apparatus. These modifications included the addition of a
climatically controlled filtered explosion-proof enclosure to house the supersonic combustion
tunnel and the associated laser diagnostic instrumentations, an office space, utility fluids
(including water, nitrogen, and shop air) and high voltage explosion proof electrical outlets for
the laser systems. Also required for operation of the large-scale supersonic test facility was an
air supply system that utilized the air handling capabilities of the Tech Air Facility within the
Aero Propulsion and Power Directorate's laboratory complex. The final components required
were the actual supersonic combustion tunnel and computer control system used to monitor the
supply system valves and flow parameters. An in-house effort to design, fabricate, and install
the test hardware began in January 1992 and finished in March 1993. Also during this time, the
air supply system installation was completed and the control system logic was developed and
installed. Check-out tests of the facility were accomplished in early December 1992 and proved
the system successful from the standpoint of system compatibility with Air Tech capabilities and5 control system.

I Combustion Facility Design

Specific operational goal were set at the initiation of the design effort. These goals dealt not only
with the air flow characteristics of the facility, but the system maintenance features as well. The
underlying objective of the effort was to develop an in-house supersonic research facility capable
of allowing studies of the enhancement and control of fuel-air mixing in supersonic combustors
with conventional and state-of-the-art non-intrusive diagnostic techniques such as Schlieren
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photography, LDV (Laser Doppler Velocimetry), PLIF (Planar Laser Induced Fluorescence), PIV m
(Particle Image Velocimetry), Mie scattering, and CARS (Coherent Anti-Stokes Raman
Scattering). Other design objectives are listed below. 3

- Variable Mach number capability (1.5 to 3.0)

- Continuous flow operation m
- Maximum stagnation conditions of 400 psia and 1660 *R at peak flow rate of 34

lbmx/sec:

- Nominal 5 inch by 6 inch test section with allowance for nozzle boundary layer
growth

- Nominal test section conditions of 7.35 psia and 525 *R

- Optical access to the test section from three side walls and one providing an end-
view looking upstream into the combustor 3

- Spray cooled diffuser to allow combustion and exhaust in to the air facility coolers

- Modularity for ease of maintenance and future facility expansion

- Thermal expansion compensation to negate test section growth movement 3
The result of the design effort is shown schematically in Figure I and the actual supersonic
combustion tunnel installed in Room 19 is shown in Figure 2. The nominal operating conditions
are given in Table 1.

Much work remains for this facility before mixing experiments commence. In addition to check I
out tests, a complete facility calibration is necessary to document the flow qualities of the new
tunnel. Of specific interest are tunnel boundary layer surveys, test section Mach number
distribution, nozzle pressure distribution, and flow visualization with in the test section all for a
variety of design and off-design operating conditions. These tests will serve as baseline
documentation for all future experiments which will be undertake in the new facility. 3
Table 1: Nominal Operating Conditions _

Mach No P, psia T, -R Po, psia T., OR m, lbm/sec

1.5 7.35 525 26.98 761 13.70 3
2.0 7.35 525 57.50 945 18.26

2.5 7.35 525 125.6 1181 22.82 3
3.0 7.35 525 270 1470 27.40
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THEORIES OF TURBULENT COMBUSTION IN HIGH SPEED FLOWS

: (AFOSR Grant No. F49620-92-J-0184)

Principal Investigators: F. A. Williams and P. A. Libby

* Department of Applied Mechanics and Engineering Sciences
University of California San Diego, La Jolla, CA 92093-0310

U Summary/Overview
The objective of this research is to improve understanding of the chemical kinetics and fluid dynamics of

turbulent combustion in high-speed flows. At present, ignition properties and flow structures of counterflowing
streams of hydrogen and air are being addressed by numerical and asymptotic approaches. The results may help

to enhance capabilities of reasonable computations of high-speed reacting flows.

Technical Discussion
This grant is a continuation of a previous AFOSR grant having the same general objectives. The final reference

citations for publication of research supported by the previous AFOSR grant, not available for the previous year's
summary, is listed as initial references [1, 2]. With attention focused on flamelets in hydrogen-air system, three
separate studies presently underway are reported here; two of these studies involve laminar counterflow diffusion
flames and the other is directed towards understanding turbulent flamelets in strained fields.

The motivation for focusing on the flamelets stems from the initial evaluation, under the previous grant,
indicating that in the application to aerospace propulsion, the hydrogen-air system lies in the reaction-sheet
regime. Those initial estimates were made prior to development of the extensive database on hydrogen-air
diffusion flames, from the previous grant. Because of this, it seemed reasonable at the outset to reevaluate the
combustion regimes, on the basis of the new information that has now been accumulated. The results of this
reevaluation are shown in Figure 1. which reaffirms that reaction-sheet regimes are most relevant. In comparison
with the original estimate, there has been a narrowing of the most probable range and a downward displacement
of towards the distributed-reaction regime as a consequence of the improved chemical-kinetic and combustion3 information.

Ignition in Hydrogen-Air Mixtures
Previous work addressed steady burning and extinction in hydrogen-air systems but did not consider the

ignition branch of the diffusion-flame S curve. Autoignition of hydrogen with hot air is of fundamental interest
in high-speed propulsion; for instance, in a supersonic combustor the fuel jet is expected to be injected into and
ignited by a stream of hot air heated by shocks. Typical studies of ignition focus on the chemistry with little
or no attention being paid to the fluid dynamics. Complex interactions which are likely to play an important
role in the ignition processes in real flows are thus ignored. To help to understand these interactions, current
attention is focused on the ignition of a cold jet of hydrogen impinging against an opposed jet of heated air.

The problem is reduced to a two-point boundary-value problem for ordinary differential equations. The
numerical solution to the discretized equations, normally obtained employing Newton's method or a variant
thereof, encounters difficulties in the neighborhood of turning points where the derivative of the solution with
respect to a parameter of the problem becomes infinite (for example, at the extinction condition). To circumvent
these difficulties, a modification of the basic algorithm is introduced in the present work, employing a path-
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tracing continuation method of Smooke, in which points on the arc of solutions are computed. This method has
now succeeded in generating the ignition branch.

Computations began with the 21-step mechanism which was used for extinction studies reported earlier [2,31.
Numerical integrations were also performed with a different chemical scheme proposed by Smooke and his cowork-
ers. For dilute hydrogen flames at one atmosphere pressure, a large discrepancy in the extinction and ignition
strain rates was observed with increasing feed temperature of the air stream. Furthermore, thermal diffusion
was seen to play a surprisingly important role in diluted flames (see Figure 2). In view of these unexpected
preliminary results, a critical assessment of the reaction rates was deemed warranted. After an extensive survey I
of the literature and discussions with other researchers, especially Yetter, the 21-step chemical-kinetic scheme
with associated rate parameters shown in Table 1 was selected are representing the best information currently
available.

To test the updated chemistry, flame speeds for hydrogen-air, wet CO and methane-air mixtures were calcu-
lated. Figure 3 shows the dependence of the hydrogen-air flame speeds on the initial hydrogen concentration.
Also shown in Figure 3 are the experimental results obtained by various researchers and the numerical results
from Smooke and co-workers. The agreement between theory and experiment is seen to remain excellent over a I
wide range of initial conditions. A flame speed of 38.6 cm/s for stoichiometric methane-air flames was obtained,
in good agreement with the experimental value of 38-40 cm/s. Of particular interest in the new chemical scheme
is the rate of the chain-branching reaction H + 02 --. OH + 0, which is based on the recent Stanford shock-tube I
experiments. The new rate provides a slightly larger radical pool, and unlike the rate recommended by Baulch
et al. in their recent 1992 review, exhibits the correct direction of the temperature dependence for the reverse
reaction OH + 0 -- H + 02 in the temperature range of 500-3000 K.

Calculations to characterize the ignition of hydrogen-air mixtures over a wide range of conditions of interest
in high-speed propulsion devices are now being performed with the updated chemical scheme.

Structures of Counterflow Diffusion Flames with Small Stoichiometric Mixture Frac- I
tions

Asymptotic methods were used to evaluate a characteristic diffusion time for counterflow diffusion flames,
a quantity of utmost importance in analyses of flame structure and extinction. Attention was restricted to
the important limit of small values of the stoichiometric mixture fraction, which resulted in large values of the
stream function at the reaction sheet, f,, a quantity which was then employed as a large expansion parameter.
As shown in Figure 4, three distinct layers were identified inside the viscous layer: (1) a convective-diffusive I
layer on the oxidizer side of the reaction sheet, (2) a rotational inviscid layer on the fuel side of the reaction
sheet, and (3) a fuel-product mixing layer in the vicinity of the stagnation plane; all three of these layers
were analyzed and matched. The matching produced analytic expressions for the stream function and mixture
fraction at the reaction sheet and corrected formulas for the characteristic diffusion time previously derived on
the basis of constant-density or nonreactive-mixing assumptions. Comparison between analytical and numerical
results demonstrate that the analytical results obtained from the present analysis provide accurate expressions
for the characteristic diffusion times and stoichiometric scalar dissipation rates 14]. The results provide improved
predictions of the diffusion-flame structure and extinction.

Nonpremixed Flames in Stagnating Turbulence i
It is becoming widely recognized that the study of flames in stagnating turbulence provides a powerful vehicle

for examining fundamental issues in turbulent combustion. For the present discussion the flow of interest consists
of two coaxial, axisymmetric and closely spaced jets within which a turbulence-generating grid is installed. By
changing the mean velocity from each jet, the entire range of chemical behavior from equilibrium to extinction
can be covered in one experimental setup. The initial experimental investigations of these flames were confined
to premixed systems, i. e. to a turbulent reactant stream either impinging on a wall or opposing another reactant U
stream, but recently preliminary results of an experiment involving a flame in a turbulent methane stream
opposing a turbulent airstream have been reported. Since the only theory of flames in stagnating turbulence
is concerned with premixed systems, an analysis of the nonpremixed case has been started under the present
program.

I
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The initial results are based on the thin-flame approximation and on chemical equilibrium, with matching to
outer zones imposed on each side of the flame. This approximation involves two nonreactive streams impinging
on the opposite sides of a turbulent flame whose thickness is small compared with the jet spacing. The resultant
calculated temperature distribution exhibits a peak value and general shape in excellent agreement with experi-
ments, but the predicted thickness in physical space is an order of magnitude too small. In brief, the thin-flame
approximation is not applicable to the experimental conditions. The combination of heat release and of turbu-
lent length scale preclude quantitative comparison of theory with these experiments. Accordingly, an alternative
analysis has been developed, describing in one set of equation the entire flow from one jet exit plane to the other.
The numerical treatment of this new set of equation is underway. Initial application will be to the methane-air
system, to permit comparison with available experimental data; if the agreement is satisfactory, with or without
refinements to the theory, the analysis will then be applied to the hydrogen-air system. Additional studies along
these lines involve the effects of finite chemical rates, so that extinction and ignition can be analyzed. These
studies will clearly relate to the flamelet analyses described earlier.
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Table 1: SpecI€c Reaction-Rate Constants foe the H-dron-Oxygef Reaction System Adopted in awe Present

Study.

No. Reactions A' nE

1 R + O02 9O + 0 3.52xI016 -0.7 17070

2 H3 + 0 we Of 0 rH 5.06x10
4  2.67 6290

3 O H + 0 H9 20 + O k = 5.46 x 10l exp (0.00149T)

4 2 + OH , 2 +O H 1.17x10' 1.3 3626

5 Hb + 02 + M -, HO+ + M 6.76x 1019 -1.42 0
6 H + H02 - O H + on 1.70x101

4  0.0 874

7 H + HO 2 - OR + 4.28x10l" 0.0 1411

8 OR + 102 - 120 + 02 2.89xI0'3 0.0 497

99 H + R + M - HR + M 1.80x10'l -1.0 0

10 H + OH + M - 130 + NI 2.20x10"2 -2.0 0

11 HO + 02 - 1202 + 02 3.02x1012 0.0 1390

12d RO +r + M n OR + OF+ 0 1+ 1.20x101
7  0.0 45500

13 R202 +r ONl - 20 + 02 7.08x1012 0.0 1430

14 0 + HO0 = 1 O 0 + 02 2.00x 10" 0.0 0

15 H + 10 - 0 + 920 3.10x102 0.0 1720

166 H + 0 + M - On + ?d 6.20x10"' -0.6 0

174 O + O + M - O2 + M 6.17x10ls -0.5 0

is B02 +. H s=s E20 + OR 1.OOx1023 0.0 3590

19 1202 + 9 - B02 + H2 4.79x 10" 0.0 7950
20 0 + OR + M - 102 + M 1.00xl0"6 0.0 0

21 02 + 0 M- OR + O 3 1.70x1013 0.0 47780

'Units: mol/r3n, s-2, K, cal/mol; rates for reverse steps obtained from JANAF thermo-

chemical equilibrium data.

'Chaperon Efficiencies: H1: 2.5, R20:12.0, 0,: 1.0 and N2: 1.0

'Chsperon Efficiencies: H2: 1, •,0: 6.5, 0,: 0.4 and N2 : 0.4

d Chaperon Efficiencies: H2: 2.5, B20:15.0, 02: 1.0 and N2: 1.0
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U
3 SUMMARY

The objective of the work is to study the interaction between heat release and mixing in
compressible shear layers by analysis and computation, with an eye to finding flow
configurations that maximize the heat release per unit distance in the streamwise direction.
Analytic solutions of some steady heat release problems indicate that heat release can
enhance entrainment velocities, but the magnitude of these velocities is often quite small
relative to existing turbulent fluctuations. This tends to explain the lack of dear cut changes
in numerical simulations of shear layers with steady heating. Time dependent simulations
with simple chemistry are currently being employed in an effort to reproduce the
experimental results of Keller and Daily, who find entrainment increasing with heat release
in an air-propane system. A variational approach to maximizing heat release has so far
foundered on the analytical complexity of the Euler equations connecting the flow to even
the simplest models of heat release.

3 THEORETICAL EXAMPLE

Prompted by the inconclusive results of steady heat release simulations in a spatially
growing shear layer, an analytic heat release example was solved to better understand the
functional dependence of the entrainment velocity upon heat release parameters. The
analysis begins with the expression for V, the velocity normal to the layer, gotten from a y-
differentiation of the expression for the potential # that solves the governing Poisson
equation.

V2)a (X [ (x_()22 dq dt (1)
y2na 2 P 2 (X- 2 + (Y-'i) 2

Note the asymmetry of the kernel in Eq. (1); unless hfg has some asymmetry in q with
respect to the y-value of the field point, the q integral evaluates to zero. Thus, for a given
heat release distribution hl, it is only its component odd with respect to y that is important
to the entrainment velocity V at y.
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For simplicity, a separable form for hA(,q) is assumed, hV(4,q)= Hf(4)g(q). Now g(q) I
can be decomposed about any y into a sum of odd and even functions go((y-q) + ge(y-q), and
only g& contributes to the integral. To understand the subsequent behavior of V we choose a
generic form for go(y-q) that has properties appropriate for the odd component of a single
maximum (in q) heat release profile. It is

-2a b3 (y-) I)
0 - I [1 + b2 (y- 2) 2 (2)

The constant a controls the sign of the contribution of the heat release above and below y
and is typically positive for y positive, and negative for y negative. Substituting Eq. (2) into
Eq. (1) and employing contour integration we obtain

V(Xy) ab2 (V-1)H f_ __ (3)
2n 2 P 2[ b(x-c)+1] 2 d

Thus, for increasing heat release downstream, ft > 0, entrainment is decreased, but for ft < 0,
decreasing heat release downstream, entrainment is increased by heat release. The case of
constant total heat release per unit streamwise distance, but with the heat release region I
spreading laterally with the shear layer corresponds to this latter case f? < 0 and is shown
schematically in Figure 1. 1

The problem with the numerical simulations now becomes dearer. The magnitude of
V expected in the simulations can be estimated from the analysis using values of the
constants used in the simulations. Thus H = Da2/(y-1) = .002a.2/y-l, b2=-2., 91= .84 and hfI
- [-1.,-.03]. These values result in a 30% centerline temperature rise in the simulations.
Then v -- 

b (y-1) 
Da, 

h
2 na 2 2 (y-I) f

- -. 00076 hf (4)

The heat release distribution induces entrainment velocities one to two orders of magnitude
smaller than the typical turbulent values of V' in the shear layer. Such effects, though real, I
could easily be indistinguishable.

NUMERICAL SIMULATIONS I
Work has just begun on simulations of spatially developing shear layers with simple( A

+ B -4 C ), finite rate chemistry, in an attempt to duplicate the experimental results of Keller

I
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I and Daily.1 Contrary to most experiments, they find an increase in mixing rate with heat
release in a propane-air system.I
VARIATIONAL APPROACH TO HEAT RELEASE MAXIMIZA1 ION

I The desire is to maximize the volumetric heat release ].

3 x~0 L

I JJ hf(01 O$x, y0 Oxx, xy ... ?)dydx (5)

i x=xo y=-o

subject to the constraint that the velocity field satisfy #,X + #yY = (y-l)hx/ a!. The key here
is to find plausible models to link the specific heat release hb to the local velocity field (0, Ox,

y... ). Till now the research has centered on functionals dependent upon streamline length
and/or some positive definite function of the streamline curvature. These two quantities
provide a characterization of the length and wrinkledness of interfaces between reactants,
and the expectation is that the longer and more convoluted this interface, the greater the
total product formation and heat release. The variational problem involves finding a flow
configuration that balances streamline convolution against the diffusive or averaging
character of the potential flow constraint. As an example, consider the heat release
functional that depends on the streamline curvature ( in terms of the potential 0)

0 #XY o x [ i - ( 0• Y ox) 2 (6
K =' (6}

[ (0 /0 )2 3/2

The curvature may be negative, and thus the heat release can be connected to it only
through some positive valued function of K. It has been assumed hf - K2 = F. The Euler3 equation for this functional is

S• a2

- F F +- F =0 (71
X ox 5Y *O, axay #'

Expanding the x- and y- partial derivatives gives

U -O -20 F -O0F + 0

I-xxF~x~x -2 xyF y - yyFyy + xx~Fxxxy ÷

I [ + ] F, +0w , +

+ XY 0 ,, F 0+ +xy # 0 XY + yyF 0 xxyyF xy +

+ [ 0xyyy 0 + 0 xx y 1 y0  = 0. (8)

I
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Realizing that all of the partial derivatives of F with respect to #,, 0 Y and 0., are rational
functions of these arguments, it in quickly clear that the resulting equation for 0 is high
order and strongly nonlinear( 6d' order polynomials in #x, etc.). No obvious simplifications
have been found to make the equation analytically tractable, and the strong nonlinearity
urges caution in numerical treatment. At present there is a search fQr other heat release
functionals that produce more tractable equations.

REFERENCES 3
1. Keller, J.0. and Daily J.W.: The Effects of a Highly Exothermic Chemical Reaction on a

Two-dimensional Mixing Layer. AIAA Journal 23,1985, p1937. 3
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Figure 1. Entrainment velocities due to heat release, f? < 0.
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SUMMARY/OVERVIEW

The original objective of this research program was the investigation of the validity of the
stationary laminar flamelet model (SLFM). The research was broadened to include the investigation a
new closure model (Conditional Moment Closure, CMC). The investigations have been performed via
direct numerical simulations (DNS) and theoretical analysis. Closure modeling is aimed at decoupling
the chemistry model from the turbulence model thereby making possible the inclusion of realistic
chemistry schemes in turbulent combustion predictions.

TECHNICAL DISCUSSION

The simulated velocity field was decaying, incompressible and isotropic, Rex changing between 35
and 20. The computational domain sizes were 643, 1283. Using the larger domain with the above Rex
values resulted in high spatial resolution which was required to investigate individual reaction zones.
The scalm- fields were either initialized homogeneously in space, or in slabs. The latter arrangement
models a mifing-layer with chemical reaction. Fuel and oxidant were initialized as YF(The) = lIAtt), arnen0)
= 1-Z x,), where Z is the mixture fraction (Le = 1). The chemistry schemes used were F + r 0 -1 (r+l) P (T

const) and a ten-reaction scheme with heat release corresponding to H2-0 2 combustion. In the latter
case partal-equilibrium of the two-body shuffle reactions has been assumed. In the simple reaction cases
*F = -AYPYo. We have considered six different simple reaction cases corresponding to Zst = 0.25, 0.5, and
Dao = Alo/uo 0 5, 2, 8. Figure 1 shows the boundaries of the cloud of the simulated values of YF vs Z for
Zst = 0.25, Dao =8. The cloud is bordered by the frozen (FR) and equilibrium chemistry (EC) lines. Also
shown is the RD (reaction dominated) limit that follows from the equation dYF/dt = *F with Yp(0) = Z.

Conditional Moment Closure (CM0, The model equation in the simple chemistry case is:1

dQlpit)/at = 1/2 <Xl '>t a2Ql(¶,t)/arI 2
- AQF(1,t)Qo(It). (1)

QF(7n,0) =', Q0(n,0) = 1-, Q()I ,t)= { 0,0, 1==it . (2)

Here QF(t,t) a <YF(Lt I Z(x,t) = > , <x/fl> = <(xt) I Z(xt) = 71>. The main physical idea behind this
modeling is that, while the averaged mass fractions and reaction rates are strongly dependent on the
transveral coordinate, conditioning on Z "absorbs' much of this dependency. Similarly, while the mass
fractions fluctuate wildly around their averages, the fluctuations around the conditional average are
small. Equation (1) requires <X Iq> as input (X = 2DVZ.VZ).

Figure 2a refers to the spatially homogeneous scalar initialization2A and shows <*>/A = <YFYo>
vs time for three chemistry rates. The lines exhibit the data. The dots refer to the prediction assuming
<X I n>t = <X>t, the crosses show predictions assuming local counterfiow like mixing (LCFLM)4 ,; that is,
<Xht>t = <xl 0.5>t Fl(q), where Ft(q) = exp [-2(erf-1(l-2W)12. The figure shows that CMC is valid at all
chemistry rates but its validity is dependent on the modeling of <X Iq>. Figure 2b shows <wF> vs y at a
given time (spatial mixing layer) for Dao = 5. The CMC-prediction was evaluated assuming LCFLM to
model <X I1>. Figures 3ab show the major species vs mixture fraction in the ten reaction scheme of
H2/02 combustion. Figure 3a shows DNS data, Fig. 3b exhibits laboratory results.6 The non-dimensional
reaction rate and time were chosen such that the simulated data were close to the laboratory results.
Comparison of the simulated data of the major species and the radicals (not shown here) to the CMC
predictions7 demonstrate further that the quality of the CMC-prediction depends on the modeling of
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<XIq>. Taking the <X Iq> data from the simulations results in excellent prediction of both the major 3
species and radicals. Our conclusoms regarding CMC-modelig are: 1) CMC works well both fr fast and
Aow chemistry rates and is therefore an excellent candidate for application in turbulent combustion
where very different chemistry rates can be relevant simultaneously. 2) In its simplest form given in eqs.
(I),(2), CMC is only valid as long as <x 1Iq> is independent of the transversal coordinate. 3) CMC validity I
depends crucially on the modeling of <z I ->. Since most of our simulations referred to cases when the
pdf of Z is not yet fully centered at Z = <Z> we found LCFLM-modeling most satisfactory. For more
developed mixing new modeling is required.
Stationnar Laminar Flamelet Model (SLFM). The model equation in the simple chemistry case can be
written as4:

1/2Xd2 YF/dZ2 = AYFYo (3) YF 0 =1 I (4)

Equations (3),(4) provide local predictions, valid for individual reaction zones. Peters4 introduces the
LCFLM assumption to evaluate the local scalar dissipation as z = Xo FW(Z), here X0 is the local value of z x
@ Z = 0.5. Different values of X0 correspond to different flamelets. More customary is to categorize the
flamelets according to Xst (X@Z = 4t). Reference 4 defines a local Damk6hler-number (DaA) and argues
that the SLJM prediction is valid if DaA >> I. (Isothermal case.) In the simple chemistry case DaA = A/Xst,
whence the following expectations follow: (I) For the same turbulence SLFM validity improves with
increasing values of the chemistry rate (A) and decreasing values of Zst. (2) For identical values of A and
Zst, SLFM is better for reaction zones where Xst is smaller. Figures 4a,b,c refer to the spatially
homogeneous, simple chemistry case. The figures show <YFIZ = ZstZ=Xst> vs Xst/A. The full line is the
SLFM prediction, 0, +, and A indicate the simulated data for different times. Comparison of Figs. 4a and 4b
show that the model indeed improves with increasing chemistry rate. Comparison of Figs. 4b and 4c
demonstrates the improvement with the decrease of Z4t. Figures 4a,b,c demonstrate that - contrary to
expectation - reaction zones associated with lower values of x7t deviate more from the SLFM prediction. I
On the bottom of the figure the pdf of x conditioned on Z = Zst is shown for different times. The
deviations of the volume averages from their predictions (not shown here) come mostly from regions
where Z is relatively small. To explain the unexpected result recall that SLFM is a one-dimensional
reaction model, therefore a one-dmensional mixing environment is conducive to its validity. Simulated i
and laboratory data both demonstrate that regions of quasi-one dimensional molecular mixing are
associated with high values of X. SLFM is, furthermore, a quasi-stationary reaction model. We have
investigated the issue of quasi-stationarity by considering a fully-one dimensional case (Sc >> 1, initial
region of mixing as defined in Ref. 5) and have estimated the contribution of the neglected time
derivative on the LHS of eq. (3). The theoretical results show that the assumption of A/,st >> 1 may not
be sufficient to guarantee the negligibility of the time derivative even in the isothermal case. Our
conclusions regarding SLFM are: 1) SLFM improves for large chemistry rates and low values of Z4t. 2)
SLFM provides substantial improvement over EC-modeling. 3) The original derivation of this model
does not account for the influence of the dimensionality of the mixing and may not address in full detail
the condition for quasistationarity.

Our work toward improved closure modeling is part of a continuing effort to understand and I
model mixing and reaction in turbulence. Reference 9 provides new interpretation of measured spectra
of reacting species in turbulence.
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I
SUMMARY6. OBJECTIVES AND PRIOR RESULTS
The objective of this research program is to develop and assess models for turbulence-chemistry interac-

tions in highly strained flames. The framework provided by particle-tracking pdf models is emphasized.
The data are typically obtained by laser Raman or LIF. Recirculating flow is emphasized, marking a break
from the simpler "parabolic" jet flames. The models can then be combined with CFD codes to oredict flame

stability. flow/temDerature fields and trace emissions from air-breathing combustors. Previously, a method
for combining conventional pressure-corrected "elliptic" CFD codes with the joint velocity-composition
pdf model was described and the predictions were favorably compared with Raman data (mixture fraction,

major species, and temperature) in a 27.5% CO/ 32.3% H2/ 40.2% N2 - air flame stabilized in the recircula-
tion zone behind a bluff body [lj. Chemistry was accounted for by a two-variable (mixture fraction and

reaction progress variable for the radical pool) partial equilibrium scheme. Also, raw Raman data were pro-

cured for a 100% methane-air flame in the same apparatus (Fig. 1). Progress in the past year follows.

I top wall

Inlet air flow r3 18 rn/s recirculation

38.1 mm dia. -00zn

Sbluff-body
x x

Methane jet
3.18 mm dia.
62.5 m/s

bottom wall

Figure 1. Bluff-body stabilized methane "diffusion" flame in 15 cm x 15 cm tunnel.

PROGRESS IN THE PAST YEAR
The methane-air Raman data obtained in the apparatus of Fig. 1 have been reduced, the 4-step 5-vari-
able "reduced" methane-air kinetic scheme has been implemented by means of table look-up in the
CFD/pdf code referred to above, and preliminary computations of the methane-air flame have begun. In
the course of these developments, it became apparent that (i) reactive scalar turbulence should be ex-
amined in detail, (ii) the reduced chemistry scheme should be compared with the full scheme in something
other than the traditional contexts of laminar flames or stirred reactors, and (iii) new "particle" algorithms3 were required. To these ends, the "Partially Stirred Reactor" or PaSR model was developed.
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The PaSR model [2, 31 may be derived from the joint pdf equation [4] and solved by similar techniques. I
Physically, reactants flow into a box whose contents - reactants, products and intermediates - are mixed
by turbulence of a prescribed frequency. A steady state of "unmixedness" is maintained by the composi-
tional difference between the inlet stream and the contents of the reactor. The pdf P(Yk) of mass fractions
Yk of chemical species in the reactor is represented by the Np- particle ensemble

Y11) y() ..... YRa) k(p)
where Ns -= number of species and Np number of particles. Scalar mixing is accounted for by the "Inter-
action-by-Exchange-with-the-Mean" [IEMI sub-model. The particle equations are

S+ k = 1,. (1)

where w is the mixing frequency in the IEM model, Wk(n) is the molar production rate of species"k" per unit
volume for the nth particle, Mk is the molecular weight of species "k" and L(O) is the density of the nth particle.
Equation 1 is solved as shown, without fractional steps, and so mixing and chemistry are accounted for
simultaneously. The corresponding equation for particle temperature is

N, dYlk"l
=- & M-1 " d(2)

where H(n) is the total enthalpy of particle "n". Hence, the PaSR is described by a coupled system of (Ns+ 1)
x Np first-order o.d.e.'s in time (fw 20,000 here).

The mass flow rate m into the PaSR is discretized into Nin particles per global time step. Particles, which
are selected randomly from the ensemble, flow out at the same mass flow rate. Particles in the ensemble

evolve according to Eqs. 1 and 2. The integration is continued until a stochastic steady state is achieved.
Scatterplots, pdf's, and correlations of interest can be obtained from the steady state ensemble. The global
residence time can be computed as -r = jV/m, where j is the mean density (obtained by appropriately
summing over individual particle masses and volumes) and V is the reactor volume; r also converges.

The PaSR code was first written for serial computers [21 and then "parallelized" by a manager-worker tech-
nique [3]. Figure 2 shows that the speedup is linear in the number of processors of a parallel machine until 3
the number of particles per processor decreases below 10, when load-leveling between processors can-
not be maintained. This number will change when full chemistry/time-accurate integration is replaced by
reduced chemistry/table look-up. The overall increase in speed over serial computers permits computa-
tion of the methane-air system. Figure 3 shows typical results for a 30 atm, 1200K (inlet) premixed meth-
ane-air system. Figure 3 (a) shows the convergence of ensemble-mean temperature to a stochastic
steady-state; the degree of turbulence in the corresponding time-histories of species is greatest for CO3
(among major species). Figure 3 (b) shows that the PaSR solutions properly meet the limits imposed by

PSR and PFR models: note that with this choice of inlet conditions, reactor volume and mass flow (such
that the residence time z turns out to be approx. 2 ms) the flame blows out in the low frequency limit. Figure I
3 (c) shows that the "skeletal" mechanism (used as the basis for the 4-step reduced scheme) cannot re-
produce the full scheme's results at low frequency, where ignition chemistry becomes important. Figure

3 (d) shows that the ignition-extinction bifurcation can be accounted for. These and other results are de- U
scribed in detail for CO/H2 -air systems in Ref. 2 and for CH4-air systems in Refs. 3 and 5.

Aside from intrinsic value as a tool for finite-rate mixing and chemistry, and as a testbed for reduced kinet-
ics, the PaSR may be viewed as being a single control volume in the CFD mesh. Hence the lessons learned
in parallelization (dynamic rather than static allocation, allocation by particles, etc.) and in problems with
the reduced chemistry (ignition) are directly applicable to the CFD/pdf computation introduced above. 3
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SUMMARY

The overall objective of the research program is to develop and test an improved model
for the process of molecular diffusion in turbulent reactive flows. In application to turbulentI combustion, a major shortcoming of existing models is that they are non-local in composition.
A model has been developed, based on the construction of a Euclidean minimum spanning
tree (EMST). This model is inspired by the mapping closure, and reduces to it in the caseI of a single composition. In general, the model is asymptotically local, and hence overcomes
a major flaw in previous models.

Additionally, studies have been made of stochastic Lagrangian models for turbulent re-U active flows; and an exact expression has been obtained for the probability density function
of temperature (or other random quantities) in statistically stationary turbulence.

I INTRODUCTION

The treatment of molecular diffusion remains one of the major difficulties to be over-E come in models of turbulent combustion. One view of the overall problem is obtained by
considering how, at a given point within a turbulent combustion device, the fluid compo-
sition changes with time. There are three processes that cause this change: convection,I reaction, and molecular diffusion. In pdf methods the first two of these processes are treated
exactly, while the third-molecular diffusion-has to be modelled. Many other theoretical
and experimental studies lead to the same conclusion: the major current issue in turbulentI combustion is to understand and model the effects of molecular diffusion.

A most promising recent advance is the development of mapping closures (C(hen et
al. 1989, Kraichnan 1990, Pope 1991, Gao 1991). This is a new formalism that yields
"constant-free" pdf closures. In its initial application to the marginal pdf of a scalar (Pope
1991) the accuracy of the mapping closure has been remarkable.

For simple test cases, analytic solutions to the mapping-closure equations can be obtained.
But for application to inhomogeneous flows of practical importance, the closure needs to be
implemented as a particle method. For a single scalar, a particle-implementation has beenE developed by Pope (1991). The principal achievement of the current research is an extension
of these ideas to the case of multiple scalars: this is described in the next Section.

The process of molecular mixing is not, of course, independent of the velocity field thatI is convecting and distorting the composition fields. In pdf methods, there are separate
stochastic models for the evolution of velocity and composition following fluid particles.
Two papers concerning these models and their interconnection have been written (Pope
1993, 1994).

Finally, a new exact result has been obtained for the pdf of any stationary random process,
i such as the temperature at a point in a turbulent combustion device. This is described in

the third Section.
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EMST MIXING MODEL i
The term "mixing model" refers to a turbulence sub-model that describes the evolution

of the pdf of composition. In the Lagrangian-pdf framework, the nuxing model specifies how I
the composition 46(t) evolves following a fluid particle. In one popular model (IEM) 0(t)
relaxes to the local mean value (0) at a specified rate. In another class of models (particle-
interaction models), the composition of the n-th particle in an ensemble 0(')(t) changes by
an exchange with another randomly selected particle (m, say, with composition 0(`&)(t)).

Such mixing models have been extensively examined for inert flows (e.g. Pope 1982)
and several shortcomings have been identified and are now well-appreciated. More recently
a different shortcoming-peculiar to reacting flows-has been identified. Specifically, the
physics of the problem shows that mixing is local in composition space whereas the models
cited above are non-local.

The EMST mixing model, now described, is an asymptotically local model, inspired by
the mapping closure. We consider first a single scalar O(x, t) in homogeneous turbulence. In i
a particle method, the pdf of 0 is represented by an ensemble of N particles, the n-th having
the scalar value 0(n)(t). For this problem, the mapping closure yields a fascinating particle
method (Pope 1991). Let the particles be ordered so that

00l)(t) <5 0(2) (t) <5 ... <5 0CN)()()

Then (according to the mapping closure) the particles evolve by a coupled set of ode's

d 0(-(t) = B. + 1 - 0€.>1 + Bn._[0€--' - 0(n)I, (2)
dt' 2 2

where (for large N) the positive coefficients are

= N 2  N(3)

and A is a known function. (The coefficients B1 and BN+j are zero, so (00) and O(N+I)

can remain undefined.) A simple interpretation of Eq. (2) is that 0(n) (t) is drawn to its two
neighbors at a rate proportional to its separation from them. Note that as N tends to infinity,
the difference between ON) and 0(*:1) tends to zero. Hence the method is (asymptotically)
local.

Consider now the general case in which there are a compositions: in a typical combustion
problem (employing simplified kinetics) o may be 5. Then the composition of the n-th
particle is denoted by

0()t = (4)(t) 02H),.,0( t}

and it can be regarded as a point in the a-dimensional composition space. Thus the ensemble
of N particles correspond to N points in a-space.

The concept of ordering-as used in Eq. (1)-is peculiar to one-space. There is no direct
equivalent in multi-dimensional spaces, and so a direct extension of the model defined by
Eq. (2) is not possible. I

However, we have developed a model, inspired by Eq. (2), which is asymptotically local,
and which reduces to Eq. (2) in the one-composition case. It is based on Euclidean minimum
spanning trees (EMST). An example of an EMST (for a = 2, N = 400) is shown in Fig. 1.

-35- 1



By definition, the EMST is the set of edges joining the points, such that all points are
connected, with the N - 1 edges chosen (out of the N 2 possibilities) so that their total length
is minimal. By this construction, one or more neighbors are identified for each particle, and
hence evolution equations analogous to Eq. (2) can be constructed.

This model has been implemented and tested in up to 10 dimensions. A great deal of
effort has been concentrated on the specification of the coefficients (analogous to B,,, in Eq.
2). A Gaussian test case has been developed which sheds light on the specification. Results3 for this, and other cases, will be given at the meeting.

EXACT EXPRESSION FOR STATIONARY PDF

Central to this project, and indeed to many issues in turbulence, is the shape adopted
by the pdf's of different flow properties. In turbulent combustion the importance of pdf's
has been recognized for over twenty years. In the theoretical turbulence community there isI now much interest in the topic, since pdf's are a natural diagnostic for intermittency.

Together with Emily Ching, we have obtained a surprisingly simple exact expression for
the pdf of amplitude of any stationary random process (Pope & Ching, 1993). Consider,
for example, the temperature T(t) measured as a function of time at a particular point in a
turbulent reacting flow. Let X(t) be the standardization of T(t), i.e.

X(t) -= (T(t) - (T))/aT, (5)

where (T) and aT are the mean and standard deviation of T(t). The result we have obtainedi for P(x), the pdf of X, is

P ) exp {, (6)

where C1 is a normalization constant, and (XIx) denotes the expectation of the second time
derivative of X(t) conditional on X(t) = x.

In experiments, simulations and modelling, this formula provides a valuable connection
between the pdf and the time derivatives of the signal. As discused by Pope & Ching (1993)
it sheds light on the tail-shape of pdf's, and it explains the success of a previous empirical3 expression due to Ching.
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SUMMARY/OVERVIEW
The objectives of this project are to: (1) develop numerically efficient and physically

accurate reaction zone models which can be incorporated in numerical turbulent flow simulation;
(2) develop rigorous models for flow-combustion two-way coupling which are compatible with
the reaction zone models and the vortex simulation of the turbulent flow; and (3) apply these
algorithms to simulate turbulent reacting shear flow and investigate the effect of the flow and
thermochemical parameters on the mixing, burning rate, and formation of minor species. The
approach used in developing these models is based on exploiting the wide disparity of scales in
turbulent combustion: chemical, diffusion and convection scales, which lends itself to asymptotic
expansion methods and makes it possible to systematically reduce the governing equation in
different zones of the physical domain into simpler forms. This systematic decomposition of the
physical domain and the reduction of the governing equations provide the boundary conditions,
which in essence represent the coupling modes between these domains, for the problem within
each subdomain. Lagrangian vortex methods are used to solve the fluid dynamics problem, the
transport element method is applied to determine the mixing field in the form of the distribution
of conserved scalars, and a two-point boundary valve problem solver is incorporated to compute
the burning rate and reaction zone structure within the reaction zone.

TECHNICAL DISCUSSION
Numerical simulation of turbulent shear flow has progressed significantly over the past

decade. It is now possible to perform a simulation which can capture the formation of the large
vorticity scales and their interaction dynamics in free and forced shear layers [1,2]. Using
Lagrangian vortex methods; in which one concentrates the computational elements in the zones
of a non-zero vorticity, applies the velocity field to transport the elements and uses the evolving
strain field to reduce the scales of elements exposed to strong positive strain, long time accurate
simulation of the dynamic field is possible without imposing an unreasonable burden on the
computational resources. In the context of these methods, mixing is computed using a
compatible scheme in which scalar gradi.,nts, and not their concentrations, are transported along
with the vortex elements while the gradient magnitudes are adjusted according to the local strain
field and rotation. Similar to the vortex method, the transport element method possesses natural
adaptivity to rapidly changing flows, as observed during transition, post transition and the
cascade towards small scale, which allows one to continue the simulation far into the strongly3 nonlinear stages.

Having computed the mixing field established between two streams, one can then
proceed to evaluate the rate of burning given, e.g., a one-step chemical kinetics scheme. In a
dilute mixture with temperature-independent, constant-rate kinetics, this step is simple to
incorporate and the results can be used to examine the role of the large-scale dynamics in the
mixing that precedes the formation of products. These calculations, however, could not capture

some important non equilibrium processes such ignition, extinction, premixing and induction
delay which are known to play important roles in high mixing rate combustion. In temperature-
dependent kinetics, the problem is much more difficult especially for realistic values of the
activation energy since the chemically active zone becomes much thinner than the mixing zone,
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the ratio between their magnitudes being approximately the Zeldovich number, which itself is
much smaller than the typical convective scales of the flow, which scales as the Damkohler
number.

Given that the numerical schemes must accurately capture these different zones, it is i
possible to run a direct simulation of a reacting shear flow only at relatively low values of the
Damkohler and Zeldovich numbers. Such simulations have been used to study the effect of
combustion on the flowfield showing how the generation of vorticity via the baroclinic torque
and the acceleration induced by the volumetric expansion combined lead to reduction in the
growth rate and overall burning rate within the shear layer. The simulations were also used to
show how forcing could be used for mixing enhancement and to counter the effect of heat I
release. The simulation however become exceedingly expensive as the activation energy and the
adiabatic flame temperature increased. (We note in passing that high Damkohler number
simulations only pose minor difficulties since the computations of the flow are confined
essentially within the mixing zone.) To overcome these restrictions, we have launched a new
activity to develop reaction zone models which can be used in connection with vortex simulation
to model turbulent combustion [3,41.

The approach we have followed is based on two observations:
(1) As the Damkohler number increases, the reacting field behaves as if the kinetics were
infinitely fast, i.e., the overall flame (convective-diffusive-reactive zone) becomes a thin front I
convoluted within the eddy structure. This is shown by comparing figure 1, which depicts
results, in terms of a conserved scalar, of two simulations: (a) constant-density computation, and
(b) flame-sheet, infinite rate kinetics approximation with variable density, and figure 2, which
exhibits results of a finite-rate kinetics computation in terms of (a) the conserved scalar field, and
(b) the reaction rate field. The first case is obtained by solving the equations governing a
conserved scalar (Schvab-Zeldovich variable) and determining the flame location according to
stoichiometry. As the figures show, high Damkohler number reacting shear flows exhibit a thin I
reaction zone, similar to that assumed to exist in the flame sheet limit. This result agrees with
the theoretical prediction that as the Damkohler number increases, the convection-diffusion
thickness of the flame should scale as fu where D is the diffusion coefficient and -rs is the flow
time scale.
(2) As the Zeldovich number increases, the reaction zone within the overall "flame" becomes
even smaller with 81A - 0 (l/Ze) where 8 and A are the reaction zone thickness and flame zone

thickness, respectively, while Ze = Ta(Tb-Tu)IRT2 where Tb and Tu and Ta are the adiabatic
flame temperature, reactants temperatures, activation temperature, respectively. In a direct
simulation, even if the resolution is made sufficiently high so as to capture the mixing zone, the
reaction zone becomes embedded within a very thin front. This is illustrated in figure 2 which
shown the reaction rate for the case shown in figure Ic where at the late stages, the reaction zone
in the dark shading on the outer edges of the braids and the eddies.

To take advantage of these observations in facilitating combustion modeling in turbulent
flow simulations, we are developing an overall framework for the modeling of combustion in I
turbulent simulations. The first step was to construct an unsteady strained flame solver which
can be used to simulate combustion at high Damkohler number, large activation energy [5,6].
The model is based on the solution of a two-point boundary value problem in a transform plane
whose coordinate is the strained normal to the original flame front. In the conventional
terminology, this is an unsteady flame sheet model. Since a normal must be uniquely defined, an
implicit assumption here limits the local radius of curvature to values lager than the convection-
diffusion thickness of the flame front. Applying a series of coordinate transformation to the one- I
dimensional problem, which is based on an apriori knowledge of the basis functions of the
solution and that leads to implicit and automatic mesh adaptivity, allows one to obtain the
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solution more efficiently. Besides the this flame assumption, there are no other modeling
approximations. The model is applicable to premixed, partially premixed and nonpremixed
combustion, in the case of simple or complex transport and simple or complex kinetics.

I The model has been tested extensively by comparing its results with those obtained using
conventional approaches under conditions of slow and fast, steady and oscillating strains. The
important effects of multi-step chemistry, detailed transport, heat loss and unsteady strain are all
incorporated. All test results indicate that this approach is more efficient, and as accurate as the
conventional approach. A sample of the results are show in figure 3 where the detailed flame
structure are shown with (a) no strain and (b) high, near extinction strain. We are currently
investigating how to properly couple this model with the flow simulation code. We are also
investigating approaches to model locally homogeneous reaction zones, where the thin flame
approximation fails, using the same mixture fraction approach but integration, instead of the
time-dependent reaction-diffusion equations, a set of plug flow reactor equations the proper
exchange applied on the boundary conditions.

REFERENCES
1 Ghoniem in Numerical Approaches in Combustion, 135, Chapter 10, pp. 305-348, 1991.
2 Knio, O.M.and Ghoniem, A.F., J. Fluid Mech., (1992) 243, pp. 353-392.
3 Ghoniem et al., 24th Symposium (International) (1992) pp..2 2 3 -2 3 0 .
4 Soteriou and Ghoniem, "Reaction Zone Models for the Numerical Simulation of turbulent

Combustion," for presentation at the Second U.S. National Congress on Computational
Mechanics, Aug. 16, 1993, Washington, D.C.

5 Soteriou and Ghoniem, "Mixing Suppression, and its reversal by forcing, due to heat release
in a reacting shear layer," for presentation at ICDER, Aug. 3, Portugal.

6 Petrov and Ghoniem, "A computational model for unsteady strained laminar premixed
flames," for presentation at ASME Winter Annual Meeting, 1993.

7 Petrov and Ghoniem, "Effect of detailed transport and kinetics of the response of premixed
flames to external flows," to be submitted to Combust. Sci and Tech.I
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I (a)

I(b)

I.

I
Figure 1. The conserved scalar field in (a) a constant density, and (b) a variable
density reacting shear layer obtained using the infinite chemistry approximation.
The velocity ratio is two and the reduced enthalpy of reaction is six.
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Figure 2. (a) The conserved scalar field, and (b) the reaction rate field of a reacting I
shear layer at the same condition as in figure 1 but with Damkohler number of
1026, normalized activation temperature of 10 and Karlovitz number of 0.49. 3
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Figure 3. The distribution of major species in a methane-air premixed flame with
zero strain, dark lines, and near extinction for Karlovitz number of 0.1 at t = 0.00009 sec.
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I SUN0MARY/OVERVIEW

ILaser-based imaging techniques are being developed and applied to the study of

turbulent reacting flows. These techniques incorporate a variety of light scattering mechanisms
to allow the measurement of the spatial characteristics of temperature, species concentrations,
and velocity. The data provided by these measurements can afford a better understanding of
the interaction of turbulence and chemistry in turbulent flames. Specific issues being addressed
include effects of differential diffusion,1 simultaneous velocity and scalar imaging,2 and

simultaneous multi-species imaging.3,4 Currently, we are developing a new technique for
imaging the mixture fraction in turbulent nonpremixed flames and are investigating the
capabilities and limitations the technique. 5

I TECHNICAL DISCUSSION

The mixture fraction is of critical importance for many models of turbulent
nonpremixed combustion. Under the idealized conditions of high Darnkohler number, chemical
equilibrium, and equal diffusivities, knowledge of this conserved scalar allows the derivation
of essentially all quantities of interest in the flame. In a cold flow, the mixture fraction can be
determined by the measurement of a single scalar quantity. In flames, however, the
measurement of many species is required. The mixture fraction has been determined at a single

point in turbulent flames from simultaneous measurements of the major species using
spontaneous Raman scattering. Because of the weakness of the Raman process, prospects for
extending this approach to two dimensions are remote. Multi-dimensional measurements of the
mixture fraction would be highly desirable because of the possibility of obtaining gradients andthe scalar dissipation (proportional to the square of the mixture fraction gradient).

A means of determining the mixture fraction without measuring all of the major
species has recently been proposed. In this approach, measurements of the Rayleigh
scattering and of the fuel concentration are combined in an iterative process to determine the
mixture fraction. The flame selected for this study was a turbulent nonpremixed
acetaldehyde flame. Acetaldehyde (CH3CHO) was chosen for its relatively high
fluorescence yield and small variation of fluorescence intensity with temperature, which
allows the fuel concentration to be found directly from the acetaldehyde fluorescence.
Another attractive characteristic relates to the flame chemistry of acetaldehyde, which isquite close to that of methane.

The experimental configuration used for Rayleigh scattering/acetaldehyde
fluorescence imaging is shown schematically in Fig. 1. The flow was illuminated by two
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overlapping laser sheets. The first, formed from the second harmonic of a Nd:YAG
pumped dye laser (320 inm, 10 mJ per 10 ns pulse; 10 mm sheet height), excited
fluorescence from the acetaldehyde fueL The second illumination sheet, from a flashlamp-
pumped dye laser (532 fin, 2 J per 2 ps pulse, 2 cm sheet height), excited Rayleigh
scattering. The fuel fluorescence was imaged onto a gated image intensifier that was
optically coupled to a cooled CCD detector. The Rayleigh scattering was imaged onto a
separate gated intensifier optically coupled to the second CCD detector. The two lasers and
image intensifiers were fired sequentially with a pulse separation of -3 jsec. This temporal
separation ensured that there was no interference between the detected signals from the two
laser sheets, but was short compared to the smallest flow time scales.

A matched pair of Rayleigh and fluorescence images from a turbulent acetaldehyde-
air flame is shown in Fig. 2 (a) and (b). The fuel was a mixture of acetaldehyde diluted 1/1
by air (on a mass basis) to eliminate soot. It emanated from piloted burner (d = 3.9 mm)
with a velocity corresponding to Re = 18,000. The flame was enshrouded in a low velocity
filtered air coflow in order to keep the measurement area clear of particles, which wouldinterfere with the Rayleigh images.

A conserved scalar, A, based on the fuel mass fraction (Yf) and the enthalpy (H =
cpT/Q) served as the basis for determining the mixture fraction, k:

0 = Yf + cpT/Q

4M -2 Yf + q Q(T-T2 )

01 - 2 Yf-j + cJf0Q(T 1 -T 2) I
where the subscripts denote the fuel (1) and oxidizer (2) streams. Yf is obtained from the
fluorescence images and T is related to the Rayleigh images. The mixture fraction can be
expressed in terms of the fluorescence signal, F, and the Rayleigh signal, Ra, as follows:

C, aT F + C2 (aT / Ra - Tambiet).
W Ra Foal

C1, CZ and Fcal are calibration constants, aT is proportional to the local Rayleigh cross
section, and W is the local mixture mole weight. Since aT and W are both functions of E,
an iterative process was used on a pixel by pixel basis to derive the temperature and
mixture fraction. The procedure converges quickly, usually within less than four
iterations.

The calculated mixture fraction and temperature are shown in Fig. 2 (c) and (d).
Evident in the temperature mappings are the high temperature zones on the outer edge of the I
flame. As expected, the mixture fraction peaks in the unburned regions near the center of
the jet. The results of this preliminary study show significant promise in terms of obtaining
useful measurements of the mixture fraction. The strength of the signals from the Rayleigh
scattering and the fuel fluorescence allows computations of the mixture fraction high in
spatial resolution and low in noise, thus making determination of the scalar dissipation
feasible.
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Fig. 1. A schematic diagram of the mixture fraction imaging experiment. Two overlapping
laser sheets illuminate the turbulent nonpremixed flame. One CCD camera images Rayleigh
scattering from the flame while the other detects the fluorescence from the acetaldehyde/airI fuel.
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Fig. 2. Images of the Rayleigh scattering and fluorescence from a piloted, turbulent I
diffusion flame of acetaldehyde (Re = 18,000) and the computed temperature and
conserved scalar fields. The measurements have been made 25 d downstream (d = 3.9 mm)
and cover 4.5 mm in the axial direction by 23 umm in the radial direction. The Rayleigh
image (a) shows the distribution of light scattered elastically from the flame and the ambient
air, while the fluorescence image (b) is indicative of the distribution of unburned fuel.
Using the data from (a) and (b) and suitable calibrations, both the mixture fraction
distribution (c) and the temperature distribution (d) were computed in an iterative manner.
In each image, the scalar value is represented by a linear gray scale with lighter shades
corresponding to larger values.
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3 Summary/Overview

This research program is an experimental and theoretical investigation into the fine scale
-•,ucture of mixing and combustion processes in turbulent flows. It has the following three specific

objectives: (i) to develop and implement new, high-resolution, four-dimensional, quantitative
imaging methods for direct experimental measurements of the small scale structure of mixing and
chemical reaction processes in turbulent flows, (ii) to use these new imaging methods to investigate
the detailed physical structure and dynamics of molecular mixing and chemical reactions in turbulent
flows, and (iii) to incorporate results from these experimental studies into improved models of
reacting turbulent flows. Results are providing remarkable new insights into the nature of the small
scales of mixing and combustion processes in turbulent flows. These are contributing to predictive
submodels allowing computations of the fine structure of reacting flows for improved high-speed
air-breathing propulsion systems.

Technical Discussion

Work during the past year has focussed on two major technical areas. The first involves
detailed numerical analyses of our four-dimensional OC-y-z-t) spatio-temporal imaging measurements
of the small scale structure of Sc - 1 conserved scalar mixing in turbulent flows. A sample of an
individual three-dimensional (x-y-z) spatial data volume from one of these measurements is shown in
Fig. 1. Each such data volume consists of over 16 million individual data points, and each experiment
produces in excess of 150 such data volumes spanning a total of more than 3 billion point
measurements. The imaging technique for obtaining these novel data has been outlined in our
previous abstracts, as well as in Refs. [11 - [4]. The data are fully-resolved down to the finest
lengthscales arising in the scalar gradient field in all three space dimensions, and can therefore be
directly differentiated using linear central differences to determine the scalar gradient vector field
Vý(xt) and the associated scalar energy dissipation rate field VC.VC(x,t). Analysis of the resulting
joint scalar and scalar dissipation volumes proceeds in much the same way as is done in
postprocessing of DNS data. A key finding has been that essentially al the molecular mixing occurs
in thin strained laminar diffusion layers of the type seen in Fig. 1(b). Our numerical analyses of the

detailed internal structure of the molecular mixing within these layers has confirmed that strain-
limited solutions of the conserved scalar transport equation provide a remarkably accurate model of
the scalar energy dissipation profiles within these layers. Analyses during the past year have
addressed the topology which the scalar dissipation layers assume as a result of their repeated
stretching and folding by the turbulent strain rate and vorticity fields. The aim has been to obtain
quantitative measures of the scaling which this topology satisfies, and to relate these to the dynamics
of the oturbulent cascade" represented by this stretching and folding process. From the three-
dimensional spatial character of the turbulent dissipation rate field in any given data volume (see Fig.
1b), we construct the surface of local layer-normal dissipation maxima and compute the distribution
of dissipation layer separations X/A, as shown in Fig. 2. The roughly lognormal form appears
consistent with the scale similarity arguments, but for large and small layer separations we obtain3 asymptotic power law forms. The X-I scaling for small separations appears consistent with a parallel
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sheet arrangement at those scales, while the 1-3 scaling for large separations may arise from the
continual creation of larger separations by the entrainment characteristic of open systems. Our
continuing work in this area aims to develop a dynamical model of the scalar dissipation field based
on the strain and vorticity field dynamics.

The second major area of work during the past year has sought to extend our earlier results in
Ref. [5] for the equilibrium spatial structure of species concentration fields Yi(x,t) and reaction rate
fields w(x4t) to nonequilibrium chemistry in Ref. [6]. The objective is to understand the changes in
the structure of these fields as the flow is driven to increasing deeper levels of chemical
nonequilibrium typical of high-speed propulsion systems. This is based on our fully-resolved, two-
dimensional, Rayleigh imaging measurements of the Sc - 1 conserved scalar field in gaseous turbulent
flows. Our earlier work has shown that, even at unity Schmidt number, essentially all of the I
molecular mixing occurs in similar layer-like structures as seen in Fig. 1. Here the aim is to
determine the implications of this structure for nonequilibrium chemistry. Self-similar far-field
scalings allow the scalar and dissipation rate data to be mapped to any downstream location in a
turbulent jet flow. The data are then coupled with a strained laminar flamelet library for hydrogen-
air chemistry to produce the instantaneous species concentration and reaction rate fields for several
increasing levels of chemical nonequilibrium. The Reynolds number is held constant while the
Damkohler number is systematically varied by changing the effective nozzle diameter. Comparisons I
at different downstream locations in the jet allow effects due to the decreasing scalar values to be
separated from effects due to the varying degree of chemical nonequilibrium. The combined
results are yielding a clearer physical picture of the structure of the molecular mixing and chemical
reaction processes in turbulent reacting flows. Figure 3 shows results for the OH mass fraction fields
Yo,(x,t) for two different cases for which conditions in the flame range locally from moderate to
deep nonequilibrium conditions. The layer-like OH zones seen near equilibrium broaden with
increasing local Damkohler number and with increasing downstream location in the flame, as is also I
seen in direct measurements. It is remarkable, however, that despite the wide variations in the OH
concentration field structure seen in Fig. 3, all of these fields ultimately resulted from the same
simple layer-like structure in the scalar dissipation rate field of a single data plane. This appears to I
have considerable potential for understanding the wide variations apparent in the OH concentration
fields into a single underlying canonical structure. Evidently, the simple layer-like structure suffices
to reconcile both the layer-like and broad OH zones appearing in various measurements under
differing conditions of nonequilibrium and locations in the flame.
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SSUMMT4ARY/OVERVIEW:

This presentation is in two parts. The first part involves numerical studies of transitional jet3 diffusion flames. The second part of the presentation involves studies of a vortex flame interaction

that is similar to that observed in turbulent jet flames. Transitional jet diffusion flames are studied

using a time-dependent, axisymmetric, third-order accurate, computational fluid dynamics based
model. Previous experimental studies of transitional jet flames have shown that they have a double

vortex structure with large scale buoyancy driven vortices outside the flame surface and smaller

Kelvin-Helmholtz type vortices in the shear layer of the fuel jet inside the flame surface. The model

correctly predicts the shapes and the time and spatial evolution of these complex structures.

Computational experiments are also performed to examine the long standing question: Why do the
vortices inside transitional jet flame have very long coherence lengths as compared to those of cold

5jets? It is found that buoyancy is a major factor.

5 Vortex-flame interactions are important to the fundamental understanding of turbulent jet

diffusion flames. However, they are difficult to study because the interactions occur randomly in

time and space and involve vortices with different sizes, shapes, and velocities. The second part of

this talk will present the initial results of an isolated vortex-flame interaction event that is

periodically reproduced. The interaction has features that are similar to those observed in turbulent

jet diffusion flames. A direct numerical simulation with temperature and concentration dependent
transport coefficients, one-step fast chemistry, and unity Lewis number is used to investigate the

3 dynamic characteristics of the vortex-flame interaction.
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TECHNICAL DISCUSSION:

In 1980, Yule et al. (Vol. 19, No. 6, AIAA Journal) observed large scale vortex structures

outside and inside the visible flame surface in a transitional jet diffusion flame. Since this

observation, numerous groups have observed and attempted to explain the dual vortex structure in jet

flames. An unusual characteristic of the inner structures is their long coherence length, which can 3
extend more than 20 jet diameters downstream as compared to about four diameters for cold jets. The

long coherence length of the inner structures is important in the way jet diffusion flames transition to

turbulent flames. Although numerous speculations exist in the literature, the cause of the long

coherence length has remained a mystery. Our studies show that buoyancy is an important factor in

the coherence of the inner structures. Direct numerical simulations of the time-dependent Navier
Stokes equations are used to capture both the inner and outer structures of jet diffusion flames.
Confidence in the computations is established by good agreement between experiments and numerical

results. Computational experiments provide the insight into the origin of the inner structures and are

used to illustrate how buoyancy contributes to their long coherence length. The buoyant acceleration

of the hot gases of the flame entrains fluid that would normally be entrained by the inner vortices of
the jet shear layer and cause their rapid dissipation. The buoyant acceleration also reduces the velocity

gradient in the jet shear layer and this reduces the driving process that causes fluid to be entrained by

the vortices. 3
The convective and rotational motion of the large outside vortices also results in very different

type of growth and merging processes in the small scale structures in transitional jet flames. It is

observed experimentally and demonstrated by direct numerical simulations that the inner vortices,

which happen to be at the location where the flame pinches in as a result of the motion of the outern

vortices, are longer than their neighbors. This can be understood by visualizing the dynamics of the

radial flame oscillations induced by the outer vortices. As the flame is squeezed in towards the 3
centerline, the fluid inside the flame accelerates in much the same way as it would if it was flowing in

a flexible tube in which the walls were flexing in and out The dynamics of the flame oscillation are

such that all of the inner vortices that pass the locations where the flame is moving inward, undergo a
local axial stretching or elongation due to the acceleration of the inner fluid. The elongation process
can also result in a head-to-tail type of merging of the inner vortices. This is very different from the I
merging observed in conventional shear layers where the vortices roll around each other and grow

radially. The elongation and axial merging process have a significant impact on the spectrum of 3
transitional jet flames. Direct numerical simulation experiments provide physical insights into the

inter ation of the experimentally observed spectra of these flames. 3

I
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Lean blowout, altitude relight, emissions, and combustion efficiency are of practical

importance in the design of gas turbine combustors. They all involve turbulent combustion

processes that need to be better understood if accurate combustor design models are to be

developed. Turbulent jet diffusion flames are used to gain insight into turbulent combustion

processes and to develop numerical models for use in combustor design. Although considerable3 progress has been made in understanding turbulent jet diffusion flames, there still remain many

important questions about the turbulent combustion processes and the simplifying assumptions

required to effectively model them. The conceptual view of turbulent reaction zones and the

interplay between turbulence and chemistry are germane to modeling approaches. In our study the

statistical fabric of a turbulent reaction zone is viewed as ensembles of vortex-flame interactions.

The statistics of the problem are eliminated by isolating and studying a single vortex-flame
interaction.I

I mportant to understand the individual vortex-flame interactions for several reasons.3 First, they can increase or decrease the turbulent reaction rate. Vortex-flame interactions can

increase the surface area of the flame which leads to an overall increase in the global reaction rate

and a reduction in the length of the flame. However, if the vortex-flame interactions are sufficiently

strong, they can reduce the reaction rate. For example, a vortex with a high radial velocity can

pass through the flame creating a localized hole in which no chemical reactions take place. The

holes can cause the flame to split or lift when they form near the jet exit. When the holes represent
a large fraction of the flame surface, the global reaction rate is expected to decrease. This can lead3 to a reduction in combustion efficiency and flame blow-out. Second, vortmx-flame interactions

may be building blocks for statistical theories of turbulent flames. It is conceivable that an3 ensemble of only a relatively few basic types of vortex-flame interactions needs to be considered to

accurately represent the statistical result.

This talk presents the initial results of a vortex-flame interaction that, when viewed in two-

dimensions, appears similar to those observed in turbulent jet diffusion flames. A counter-rotating

pair of ring vortices is formed by driving the flow. Acoustic forcing of the fuel produces a vortex-
flame interaction that results in an outward bulge of the flame surface that becomes extended to the

5 point that a flame is no longer visible by eye or OH imaging. When this happens, a hole is said to

exist. In reality the hole is a ring that extends around the flame but, in a two-dimensional plane, it

Sappears as a hole and will be referred to as such in this talk. Planer visualization and line-

temperature measurement techniques are phase-locked to the driving pulse so that the interaction3 can be strobed at different time steps. A direct numerical simulation with concentration dependent

transport coefficients, one-step fast chemistry, and unity Lewis number is used to investigate the

dynamic characteristics of the flame-vortex interaction.
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I SUMMARY/OVERVIEW:

Increases in aircraft and engine performance are increasing the heat load being transferred into an
aircraft's primary coolant--the fuel. This research is aimed at understanding the limitations of
operation of fuel heated to 900 F (480 C). Important areas are known to be thermal stability, heat
transfer/flow instabilities, and physical properties. In the initial stages of this research, thermal
stability results are reported.

TECHNICAL DISCUSSION

Development of thermally stable jet fuels has been recognized as a critical research area
because an aircraft's fuel is the only practical means of absorbing dramatically increasing on-I board heat loads. Current practice for Air Force engines is to limit the fuel to 163 C (325 F) bulk
temperature and 205 C (400 F) wetted wall temperature. The Air Force would like to develop
fuels in the near term with thermal stability limits at least 55 C (100 F) higher than this [1]. In
the long term, the heat management requirements of future Air Force aircraft are expected to be
sufficiently demanding that the aircraft fuel system will need to operate at much higher
temperatures. The goal for this fuel is to increase the thermal stability to 483 C (900 F, hence the
name "JP-900" [2]). This high temperature is above the fuel thermodynamic critical
temperature, which typically ranges from 370-415 C (700-780 F) for current jet fuels [3].
Typical fuel system pressures are approximately 34-68 atm (500-1000 psia), well above the fuel
critical pressure (19-24 atm). The physical and chemical properties of supercritical fuels areI expected to be dramatically different from gases and liquids. There is little information available
on the properties of fuels when operated at supercritical conditions [2].

One area of concern for fuels operating at high temperatures is their thermal
decomposition and the formation of insoluble products that deposit onto metal surfaces (fouling).
This area has been studied in heated metal tubes (simulating aircraft nozzles and heat
exchangers) by various investigators [4,5,6]. The residence time of a given fuel molecule inside
the heated tube is typically on the order of seconds, while the test time (or the amount of time the
metal surface is exposed to heat and fuel flow) is on the order of hours. Several researchers have
seen a peak in surface deposition near 370 C (700 F) when the deposition is plotted against"
wetted wall or film temperature. This is illustrated in Figure 1 with data taken at Wright
Laboratory in a "typical" jet fuel. In this test, fuel flows through a stainless steel tube inside of a
furnace, simulating a heat exchanger tube. The fuel is heated to -900 F (480 C). Thermal
stability is assessed by deposition on the tube and on a 2 g.m stainless steel filter downstream.
Deposition is measured by the carbon burnoff technique. The decrease in deposition between
approximately 375 and 480 C (700-900 F) has been attributed either to temperature-dependent
auto-oxidation chemistry [1,2,4] or to enhanced solubility of the deposit in the supercritical fuel
[5]. The peak disappears if the dissolved oxygen in the fuel, typically about 70 ppm in air-
saturated fuel, is removed [4,6]. One 6f the goals of this work is to investigate the source of this
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deposition peak and determine ways to reduce, avoid, or eliminate it without resorting to
removing the dissolved oxygen from the fuel. I

One way of minimizing the deposition is to increase the thermal stability of the fuel by
further processing to remove heteroatoms, olefins, and other compounds which lower the thermal
stability of the fuel. The deposition results for a pure hydrocarbon and a highly processed jet fuel
are shown in Figure 2. Note that the deposition has been reduced by a factor of about 50 over
that shown in Figure 1 for a typical jet fuel. Figure 2 also demonstrates results seen throughout
this research--deposition peaks for hydrocarbons of widely varying critical temperatures always
occur at very similar wall/fuel temperatures for fixed flow conditions. Changing flow conditions I
can shift this deposition peak by at least 200 C [5,6]. This was verified for hydrocarbons ranging
from n-octane (Te=296 C) to n-hexadecane (Te=447 C). This demonstrates that the deposition
peak is not related to the critical properties of the fuel, but rather is a chemical kinetic effect.
Other work at WL has indicated that surface deposition is closely related to oxygen
consumption; that is, the decrease in deposition at wall temperatures above 450-500 C occurs.
because all of the dissolved oxygen has been consumed [9,10].

The tendency of various classes of hydrocarbons to form insoluble deposits has been i
studied. As shown in Table 1, n-paraffins and naphthenes such as decalin are very thermally
stable. Interestingly, methylcyclohexane has a relatively low thermal stability. This has been
confirmed on the Jet Fuel Thermal Oxidation Tester (JFTOT), where MCH behaves similarly to I
typical jet fuels. The surface deposition from fuel heated to 900 F (480 C) correlates fairly well
with the JFTOT breakpoint. The JFTOT is the standard thermal stability test for jet fuel. The
filter deposition correlates much more poorly with the JFTOT breakpoint, most notably for JP-7
as shown in Table 1 and Figure 3. The reason for this unusual behavior are being investigated.
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Figure 1. Effect of fuel de-oxygenation in single-tube heat exchanger test. Jet A-1 fuel, 69 atm
(1000 psi), 12 ml/min, fuel outlet temperature -480 C (900 F), 15 hr tests. The downstream filter

contained 1410 gig (air-saturated fuel) and 190 pig (N2 saturated fuel).
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I Figure 2. Deposition results for n-hexadecane and JP-7. Air sparged fuels, 69 atm, 12 ml/min.
Fuel heated more rapidly to higher temperatures than Figure 1, hence appearance of pyrolytic

deposition at wall temperature >600 C.
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Figure 3. Relationship between JFTOT breakpoint (tube) and surface/filter deposition. 7 hr

tests, 1000 psig, 12 mI/mmn. JP-7 breakpoint estimated to be 400 C.

Tabe 4 Deosiionresltsfor tests. Conditions: 12 mI/min, 1000 psig, air-sparged fuel. JP-10
Tabe 4 Deosiionresltsis exo-tetrahydrodi(cyclopentadiene).I

Test # Fuel Test Surface carbon Filter carbon,
_______ ________time, hrs deposition, jig P9

12192-2 JP-10 1128 22 376 4300
12/92-4 MCH 15.5 4390 1070
11192-2 MCH 22 4618 n/a

PL10/25 decalin 20 177 n/a

12/92-6 JP-7 2818 19 141 14880
3/93-1 JP-7 2818 22 157 13690
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STUDIES ON HIGH PRESSURE AND UNSTEADY FLAME PHENOMENA

(AFOSR Grant No. F49620-92-J-0227)

3 Principal Investigator: Chung K. Law

Princeton University
Princeton, NJ 08544

I
SUMMARYYOVERVIEW

3 The objective of the present program is to study the structure and response of steady and
unsteady laminar premixed and nonpremixed flames in reduced and elevated pressure
environments through (a) non-intrusive experimentation, (b) computational simulation using
detailed flame and kinetic codes, and (c) asymptotic analysis with reduced kinetic mechanisms.
During the reporting period progress has been made in the following projects: (1) a theoretical and
experimental study of unsteady diffusion flames; (2) a computational and experimental study of
methane/air flames at elevated pressures; (3) an asymptotic analysis of the structure of methane/air
premixed flames with reduced chemistry; (4) an asymptotic analysis of the extinction of laminar
premixed flames with volumetric heat loss and chain mechanisms; and (5) asymptotic analyses of
ignition in the supersonic laminar flat-plate boundary layer and mixing layer.

TECHNICAL DISCUSSIONS

1 1. Studies on Unsteady Diffusion Flames
A crucial influence on the flame behavior which so far has not been adequately addressed is

the effect of unsteadiness of the environment on the flame behavior. This issue is of particular
relevance to the modeling of turbulent flames through the concept of laminar flamelets. These
flamelets are subjected to fluctuating flows with various intensities of straining, and it is reasonable
to expect that the flame would respond differently in an oscillating strained flow field than in a
steady strained flow field.

During the reporting period we have first analyzed the structure and response of a one-
dimensional chambered flame in an oscillating flow field with small amplitudes of fluctuation,
using large activation energy asymptotics. In particular, we have been concerned with the situation
in which the characteristic time for flow unsteadiness is comparable with that of convection and
diffusion, yet much larger than that of chemical reaction. In such cases, flames can be described as
quasi-steady reactive layers embedded in, and interacting with, time-varying non-reactive transport
zones. Figure 1 illustrates the typical behavior of flame location and temperature in response to an
oscillating flow field. The deviation from the mean flame location and temperature are seen to
decrease as the frequency of flow oscillation increases. Thus, as the frequency increases, flow
unsteadiness becomes extremely rapid that flame cannot readily respond in a quasi-steady manner,
i.e. the flame is hardly affected by the unsteady flow in the high frequency limit. By further
analyzing the reaction zone structure, we have assessed the effect of the unsteady flow field on the
extinction characteristics of the flame. Figure 2 shows the range of the extinction Damkohler
number fluctuation as a function of frequency. Here the two solid curves indicate the maximum
and the minimum values of fluctuation through one period. Since the system Damk~hler number is
a property of a given mixture composition, extinction is expected to occur when the system
Damk4hler number is smaller than the fluctuating value. The intersection of DaExMAX(o) and
DasysTE curves gives the cut-off frequency of unsteady flow field, beyond which the unsteady
effect can be neglected in the extinction behavior. It may be possible to properly correlate this cut-
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off frequency with the characteristic length scale of turbulent eddies to provide a better idea of
turbulent combustion regimes. Effects of Lewis number on the flame response as functions of
frequency is found to be quantitative, although they could be quite important in the instantaneous
behavior.

To investigate the more realistic situation of stretched flames, an asymptotic analysis of a
counterflow diffusion flame in an oscillating flow field is in progress. Experimental studies are I
also being performed using acoustic generators to impose an unsteady flow field.

2. Studies on High-Pressure Diffusion Flames
We have previously performed extensive measurements of the laminar flame speeds of a I

variety of hydrocarbon fuels with air for pressures up to three atmosphere. Through these studies
we have come to recognize the significance of the system pressure in influencing chemical kinetics
in general and the flame burning rate in particular. For example, in combustion modeling with the I
simplified kinetics of one-step overall reaction, the pressure exponent n is usually assumed to be a
constant which is also frequently taken to be two for a second order reaction. Our results,
however, have shown that not only n is not a constant, but it invariably is less than two. I
Specifically, it is close to one for the stoichiometric burning of methane in atmospheric air.
Furthermore, it decreases with increasing pressure and inert dilution. In a highly-diluted situation
it can even assume negative values, indicating that the flame burning intensity decreases with
increasing pressure. Such behavior can be explained on the basis of the relative efficiencies of the
two-body high-activation-energy, temperature-sensitive branching reactions versus the three-body,
low-activation-energy, temperature-insensitive termination reactions.

Recognizing the importance of pressure on the flame behavior, and that practical aero- I
engines do operate under pressures much higher than those studied, we have constructed a high-
pressure burner with an operational limit of 15 atmospheres. We have subsequently conducted
experimentations on the extinction of counterflowing methane/air diffusion flames up to 8
atmosphere. In Fig.3 the measured density-weighted extinction strain rate is plotted versus the
system pressure, for the pressure range of 0.13 to 7 atmospheres. The counterflow flame has also
been computationally simulated with detailed transport properties and chemistry, and the extinction
states determined. Figure 3 shows that the density-weighted strain rate increases with pressure,
and that the experimental and computed values agree well with each other. The kinetic structure of
the flame is currently being studied.

3. Asymptoti Structure of Premixed Methane/Air Flames
In many of the previous flame studies using reduced mechanisms, the activation energies of

the individual elementary reactions are not considered to be large enough to employ large activation
energy asymptotics. Instead, the reaction rates are assumed to have a power law dependence on
temperature, and the ratio of the individual reaction rates are used as small parameters in the so-
called rate-ratio asymptotics. Since the power law dependence on temperature does not exhibit the
same kind of sensitivity to temperature variations as the Arrhenius approximation, the response of
the flame to various external perturbations is not very significant. Consequently, analyses of this
kind have yielded results which are not completely satisfactory. For example, for premixed
methane/air flames, it was found that the Damk~hler number from the leading order flame structure
analysis does not depend on the burning rate, and therefore needs to be determined in a somewhat
ad hoc manner. Furthermore, the key termination reaction was found to be the propagation step
rather than the three-body recombination reaction.

In the present study we have analyzed the structure of premixed methane/air flames, using
the four-step reduced mechanism of Peters and Williams, but retaining the Arrhenius form for the
individual reactions except for the three-body recombination reaction which has zero activation
energy. Thus activation energy asymptotics can still be applied and a complete description of the I
flame structure is provided. The role of each of the overall reaction steps is determined, and the
key termination reaction is found to be the three-body recombination reaction. The results include
the evaluation of the burning rate in terms of pressure, equivalence ratio, and a parameter that
represents the ratio of the competing rates of the branching and termination reactions. In particular,
we find that when this rate-ratio is reduced to a critical value, the burning rate decreases to zero and
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the flame "extinguishes". For the opposite limit that the rate-ratio is large, we find that the burning
rate asymptotes to a constant value, and the problem is governed by that of the premixed flame
regime of Lifidn. Consequently, we are able to adopt his correlation curve as an approximate
expression for the burning rate in this limit.3 This work is reported in Publication No. 1.

4. Nonadiabatic Laminar Flame Propagation with Chain Mc hanisms
A classical model problem for the study of premixed flame extinction is that of Spalding,

who analyzed the one-dimensional freely-propagating flame with temperature sensitive one-step
overall reaction and radiative heat loss. Subsequent activation energy asymptotics shows that at the
extinction turning point the scaled heat loss rate is e-1 while the flame burning rate normalized by
its adiabatic value is e-1/2. Recently, numerical computations of the flame with detailed transport
and chemistry have shown that the flame again extinguishes at about 60% (- 1 ) of the adiabatic
value, indicating the possibility that this value may be a near constant, regardless of the reaction
and loss mechanisms.

In the present study we have provided a fairly general proof of the above possibility based
on activation energy asymptotics. Recognizing that previous analytical studies with one-step
overall reaction cannot capture the inherently-important chain branching and termination nature of
realistic reaction schemes, we have employed the Zeldovich-Lifiin two-step mechanism, which
consists of a branching reaction and a competing recombination reaction. This is believed to be the
simplest representation of the chain nature of realistic reaction mechanisms. The analysis shows
that extinction again occurs at e-1 of the laminar burning rate.

This work is reported in Publication No. 2.

I i 5. Ignition in the Supersonic Laminar-Boundary Layer
The development of the scramjet engine for supersonic propulsion and the scramaccelerator

for hypervelocity projectile launching has renewed interest in supersonic combustion. In contrast
to subsonic situations, high-speed flows generate a considerable amount of heat through viscous
dissipation, which can play an essential role in such practical issues as ignition delay and flame
stabilization in supersonic propulsion, and premature ignition in scramaccelerators. The
fundamental combustion phenomenon here is ignition within chemically-reactive supersonic
boundary layer flows. In the present study we have performed a comprehensive numerical and
asymptotic study of the weakly-reactive laminar supersonic flat-plate boundary layer and mixing
layer flows with 0(1) viscous heating and simplified, one-step overall reaction, up to the state of
ignition. We have identified the structure of the boundary layer flow under all possible heating and
ignition situations, and consequently determined explicit expressions for the associated ignition
distance in terms of all relevant parameters. Specifically, for the flat-plate problem we have shown
that there are three distinctively different ignition situations, namely when the wall is: (a) adiabaticI such that viscous heating is the only ignition source, (b) isothermal and subadiabatic in the inert
limit, and (c) isothermal and superadiabatic in the inert limit. It is clear that external heating from
the wall is the dominant source for ignition in the second case and is therefore relevant for
relatively low Mach number flows, while in the first and third cases viscous heating is the
dominant source for ignition and therefore they are relevant for high Mach number flows. Similar
considerations can be extended to the laminar mixing layer.

Figure 4 shows a suitably nondimensionalized streamwise distance for ignition as a
function of the flow Mach number. It is seen that while the ignition distance increases with the
flow Mach number for low speed flows up to about sonic flow, it decreases rapidly for higher
Mach number flows. Furthermore, such a decrease is very rapid, occurring in an exponential
manner. This is reasonable in that the ignition should depend on the temperature of the ignition
kernel in an Arrhenius manner, while the static temperature varies quadratically with the Mach
number.

The analyses on the flat-plate and mixing layer flows are reported in Publication No. 3 and
I 4 respectively.
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I

I SUMMARY/OVERVIEW

3 The purpose of this research is to investigate the effect of passively generated streamwise
vortices on the mixing process in an axisymmetric model combustor. Noncombusting

i experiments will initially be performed at the Ohio State University but eventually
combusting experiments will be conducted at Wright Laboratory, Wright-Patterson Air Force
Base. Streamwise vortices of different strength will be generated and various diagnostics
from planar filtered Rayleigh/Mie scattering to laser velocimetry techniques will be used to
explore the nature of these vortices and their effect on the mixing process.

I TECHNICAL DISCUSSION

Mixing is an important phenomena in all combustion systems from coal fired boilers, to
furnaces, to gas turbine engines. How quickly and how well a fuel and oxidant can be mixed
will have a major influence on the combustion efficiency, heat release rate, pollutant
formation, combustor size, and many other pertinent parameters. It is widely accepted thatII
the vorticity dynamics greatly impact the mixing process. The streamwise vortices passively
generated in flows, in addition to spanwise vortices or vortex rings, have been found to mix
fluid streams quickly and efficiently. One of the devices that is used to produce streamwise
vortices is called a lobed mixer. Many studies have shown that a lobed mixer used as a
mixer nozzle in a gas turbine engine efficiently mixes the hot and cold fluid streams and can3 lower specific fuel consumption.

Work performed up to now involved designing, fabricating and setting up a facility to be
useddforth eexperiments.A schematic of the testsection is givenin Fig.1. The flow
geometry consists of a central tube, at the end of which is attached the lobed mixer nozzle,
surrounded by an annular air flow. The central (primary) air flow will also serve as the fuel
flow for the combustion studies. The air supply is generated at 16.4MPa (2400psi) by two
four-stage compressors and is stored in two tanks of volume 42.5&3 (1500ft'). The system is
designed so that test section velocities up to 120m/sec (395ft/sec) can be generated and
varied independently in order to perform tests at various velocity ratios. A 100kW heater
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I
has also been made available so flows with varying density/temperature can be studied.

The major planned tasks of the study are: 3
1. Perform flow visualization experiments for the axisymmetric lobed mixer
geometry. The methods planned are a passive scalar type such as smoke
visualization, and two product formation types such as titanium tetrachloride
seeding, and water particle formation by heating and humidifying the central
air stream, and visualizing the scattered light from the resulting water droplets
formed when the primary air mixes with the cooler secondary air. Mie
scattering is used in all three methods, however, we hope to be able to monitor
the interface between the two flow streams more closely with the last two
techniques than with the passive scalar method. Several geometries will be
studied for the purpose of identifying the large scale, coherent structures in the
flow, and the factors influencing their formation and downstrear development.

2. Perform detailed quantitative measurements of the flow fields for a selected 3
number of geometries--based on the flow visualizations. These measurements
may include the techniques of laser Doppler velocimetry, filtered Rayleigh
scattering, and coherent anti-Stokes Raman spectroscopy.

3. Study the mechanisms of vorticity dynamics and its effect on mixing
efficiency, and ultimately combustion efficiency. I
4. Study the effect of different lobed mixer geometries on mixing. Lobed
mixers tend to act as stirrers in a flow field until the vortices break down and I
molecular mixing takes place. Exploring how this breakdown is affected by
lobe geometry (and flow conditions) will be emphasized in this work.
Different geometries could include changing the number of lobes, lengthening I
the lobe, varying the width of each lobe, changing the wall thickness of the
lobe, and may even include using vortex generator tabs. i

Figures 2 and 3 show the stagnation/settling chamber and a typical lobed mixer to be
used for the initial tests. Also shown in Fig. 3 is a circular nozzle to be tested for
comparison purposes. Recently we have decided to modify the existing contraction section
and the central fuel tube so that the same system can be easily used at both the Ohio State
University and Wright-Patterson AFB. 3

I
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I
SUMMARY/OVERVIEW:

I The fundamental processes that occur in a ram accelerator, such as shock-boundary
layer interaction, boundary layer combustion, transient compressible turbulence, the relation-
ship between projectile integrity and combustion ignition, high-pressure kinetics, and the tran-
sition from deflagration to detonation in the ram accelerator environment, are not completely
understood. As a result, the Armament Directorate of Wright Laboratories, located at Eglin
Air Force Base, in conjunction with the Air Force Office of Scientific Research (AFOSR), has
initiated a research program to advance ram accelerator technology. This research effort has
three principal areas of focus: (1) design and development of a ram accelerator research facil-
ity at Eglin AFB, (2) development and utilization of optical diagnostic techniques for the high-
pressure combustion environment that exists in the ram accelerator, and (3) development of
advanced computational fluid dynamic (CFD) models.

TECHNICAL DISCUSSION:

1. Ram Accelerator Research Facility

The design of the in-house ram accelerator facility is complete, and construction is
underway. Preliminary tests should be finished by October 1993. The system is comprised of
an injector, vent secZion, ram acceleration section, deceleration tube, catch tank, a gas han-
dling system, two vacuum systems, a programmable logic controller, and a data acquisition
system. The injector is a conventional 155 mm Howitzer sleeved down to 93 mm capable of
accelerating 7 lb projectiles to 1.5 km/s. A 10' vent section connects the injector to the ram
accelerator proper. The 93 mm diameter ram accelerator section, presently 20' in length, has
four diametrically opposing instrumentation ports every 10" axially. The ram accelerator is
connected to a deceleration tube presently 50' in length that leads to a high-energy catch tank.
The gas handling system, capable of loading up to five different gases into up to five separate
ram acceleration sections, has been designed to operate within 2% mass accurate. Each gas
passes through a separate metering valve to ensure that the flow rates are within the range of
mass flow meters, which are utilized to measure the mass flow rate into the barrel. Two
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independent vacuum systems are utilized: one to evacuate the injector flight tube and one to
remove air from the ram accelerator sections prior to loading. Several hydrogen and methane
detectors are strategically located in the facility to detect leaks. Each ram acceleration section
has a sample bottle for post shot composition analysis and an attached pipe leading out of the
building to vent during an abort. The total system is monitored/controlled by a Programmable
Logic Controller (PLC) in the research bay. A second PLC, located in the control room,
monitors the other PLC and generates panel displays of the mass and partial pressure of each
gas loaded into each segment. The data acquisition system is comprised of a 486 microcom-
puter with a GPIB card, four Nicole scopes, and a 40 channel Lecroy data digitizer.

2. Diagnostics Research:

The primary diagnostics previously employed in ram accelerators have been magnetic
pick-up coils to sense magnets embedded in the projectile and pusher plate, pressure transduc- I
ers, and luminosity probes [1-3]. Similar probes will be utilized in the initial tests, but part of
this research effort is to develop advanced high-pressure optical diagnostic techniques. Specif-
ically, the utility of Schlieren photography, x-ray shadowgraphy, and Raleigh scattering will be
studied. Two diagnostic development test fixtures have been designed and are under construc-
tion: a high-pressure shock tube and a gas containment vessel into which projectiles will be
fired supersonically. Both devices have a 75 mm square cross-section to minimize optical I
distortion. The shock tube has a projectile shaped ramp mounted at the location of the optical
ports, and the optical techniques will be utilized to study the shock front as it moves over the
ramp. A gas gun will fire spherically blunted 15 mm diameter cylinders at supersonic veloci-
ties into a combustible mixture within the gas containment vessel. Optical techniques will be
applied to study the shock-induced combustion. This part of the research initially will be
similar to experiments performed by Lehr [4]; however, the pressure will be increased signifi-
cantly to ascertain both the validity of the diagnostic techniques at high pressures and the effect I
of pressure on shock induced combustion/detonation. The Schlieren p, -tography will be
employed in two ways: first utilizing a Q-switched ruby laser illumination of the entire shock
tube width and film, and secondly, a continuous high intensity lamp for illumination and an
image converter camera will be utilized. As the gas pressure increases the utility of Schlieren
photography decreases; consequently, x-ray shadowgraphy, which depends on the change in
the illumination due to absorption along the line of sight by the gas constituents, is being
developed. X-ray shadowgraphy has been utilized to observe density gradients in the flow as
the pressure increases up to values in the kbar regime [5].

3. Computational Fluid Dynamic Research: 3
The major emphasis of the computational fluid dynamic research is on advanced numer-

ics (e.g., dynamic adaptive grids), turbulence modeling in a transient environment (e.g., LES
simulations), 3D effects (e.g., vortex shedding from fins), and combustion phenomena in the
high Re, high-pressure ram accelerator environment. This research includes the development
of computational models for the complete ram accelerator geometry and several simple-geome-
try, unit problems to isolate specific phenomena that occur in the ram accelerator.

A transient, two-dimensional, axisymmetric, finite-volume model for the ram accelera-
tor geometric has been developed. The model is fully implicit with strongly coupled combus- I
tion chemistry and utilizes upwind numerics (Roe/TVD). This model was utilized to study the
effect of pressure on shock velocity by performing non-reacting gas calculations with both an
ideal equation of state and a viral equation-of-state. It was found that in the ram accelerator
pressure regime, compressibility effects significantly increase the shock velocity [6].

A large part of the initial numerical research has been on the required grid adaptation to
resolve shocks, combustion fronts, and the wake region. Non-reacting gas ram acceleration I
calculations were performed with a uniformly spaced grid and a grid adapted to the pressure
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gradient [7]. This work clearly demonstrated that to crisply resolve shock waves in the ram
accelerator environment, adaptive gridding is desirable.

The grid adaptation research was extended to study shock-induced combustion, an area
of particular relevance to the ram accelerator. Shock-induced combustion has been the focus
of much investigation in the CFD research community but success has been limited. It has
been hypothesized that very high spatial resolution of the induction zone between the shock
front and energy release (flame) front is a prerequisite for such a simulation. The principal
reason for such a stringent requirement results from the fact that the induction zone is charac-
terized by exponential growth rates in the concentrations of chain breaching radicals (OH,
HO, H, etc. in the case of hydrogen/oxygen premixed combustion). The usage of a spatially
uniform fine grid is an unsatisfactory remedy since the appropriate level of shock and flame
front resolution is only possible at an enormous computational expense. Furthermore, utilizing
too coarse of a grid results in a simulation that is not grid resolved and leads to inaccurate
predictions. Adapted grids where the grid provides local refinement in proportion to that3 required to resolve embedded discontinuities is an attractive alternative.

The benchmark experiments of Lehr and his co-workers at ISL [4] consisted of a spher-
ically blunted 15 mm diameter cylinder fired into a stoichiometric H2/Air and H 2/0 2 mixtures
at various Mach numbers. Lehr showed that the reaction wave pulsates at a constant frequency
if the model velocity is less than the detonation velocity of the mixture and that the pulsation
frequency increases with velocity. At velocities above the gas detonation velocity, there is no
apparent pulsation. A CFD simulation was performed for one of Lehr's experiments: a model
fired into a H12/Air mixture at 30 torr and 292 OK at a Mach number of 6.46. Under these
conditions, the combustion front is steady (the model velocity is above the mixture detonation
velocity), and both the shock and flame front are clearly identifiable. Figure 1 shows the
density contours obtained with an evenly spaced grid along with the location of shock and
flame fronts. The qualitative features of the desired flow field were well reproduced. Howev-
er, as shown in the figure, there is significant disparity between the observed and calculated
shock and flame fronts. In particular the numerical simulation over predicted the stand-off
distance of both fronts suggesting an excess of numerical damping (or inadequate resolution).
The simulation was subsequently repeated in conjunction with an adaptive gridding technique
where the grid was periodically updated during the course of the convergence process to better
resolve embedded flow structures and align itself with the dominant flow features. This adap-
tive grid solution along with the experimental data is shown in Figure 2, and the numerical
solution was found to compare favorably with the measurements. Furthermore, the desired
higher quality solution was obtained without any undue computational expense since the
number of grid points was not increased.
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Figure 1. Grid and Pressure Contours with a Uniformly Spaced Grid (0 S e Indicates the
Experimentally Observed Shock and Flame Front).
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Figure 2. Grid and Pressure Contours with an Adaptive Grid (0 0 0 Indicates the Experi-
mentally Observed Shock and Flame Front).
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SUMMARY/OVERVIEW

Time-dependent, multidimensional Euler and Navier-Stokes reactive-flow simulations have been
performed to study basic issues in the development of the ram accelerator. In the past year, our studies
have focused on t)" unsteady features of the reactive flow field around accelerating ram-accelerator
projectiles. In these studies, we investigated several important contributing factors to the unsteadiness
of the flow field. The simulations show that: (1) the projectile acceleration is one of the controlling
factors of the detonation structure on the projectile in the detonation mode and significantly affects
the shock structure on the projectile in the thermally-choked mode; (2) large-scale flow structures
generated in the recirculation region behind the projectile create strong pressure oscillations in the
flow field and on the projectile body in the thermally choked mode; and (3) the strength of the energy
release in combustion also affects the development of the shock structure and the pressure distribution
on the projectile in the thermally choked mode. In the last year, we also continued our study on the
effect of the boundary layer. The simulations show detailed shock and expansion structures generated
by the boundary layer near the leading edge. The expansion waves behind the leading shock decrease
the temperature and pressure in the main flow and actually reduce the strength of the boundary-layer
effect on the detonation structure.

TECHNICAL DISCUSSION

In the ram accelerator, a projectile which resembles the central body of a ramjet is accelerated by
the high pressure generated by detonation and other types of shock induced combustion in premixed
fuel-oxidizer mixtures. The reactive flow field around the accelerating projectile is highly transient and,
therefore, the thrust on the projectile is also unsteady. In different velocity regimes, major contributing
factors to the unsteadiness may be quite different. When the projectile velocity is higher than the C-

velocity, high pressures may be produced by detonation waves on the projectile body (detonation
mode, figure 1). In the detonation mode, the projectile acceleration is the major cause for the flow
unsteadiness. When the projectile velocity is lower than the C-J velocity of the mixture, high pressures
can be generated by thermally choking the flow downstream from the projectile (thermally choked
mode, figure 2). In this mode, in addition to the projectile acceleration, the large-scale flow structure
generated in the recirculation region immediately behind the projectile and the shock motion related
to the strength of the energy release in the shock-induced combustion also create unsteady features in
the flow field. Our approach here is to use the tirae-dependent, multidimensional numerical simulationas a tool to study these transient features and their effects on the performance of the ram accelerator.

Developments in Numerical Methodology

In order to accurately and efficiently represent complex shapes of the projectiles in ram accelerators
on orthogonal meshes, virtual cells are embedded (VCE) in the projectile surface. This technique allows
one to calculate flow fields around complicated geomtric shapes without incurring the computational
penalty associated with either unstructured grids, that are difficult to be vectorized or parallelized or
body-fitted meshes, that require small tim.-steps or long iteration times. Also, different virtual cells
based on geometric changes can be easily •mnbedded in the original, orthogonal mesh. Therefore, this
technique is particularly suitable for studying the impact of the projectile shape on the performance of
the ram accelerator.

Since the rapid acceleration of the projectile significantly affects the flow field in the ram accelerator,
it is necessary to conduct time-dependent simulations of the reactive flow around the projectile to study
the performance of such systems in different velocity regimes. The acceleration of the projectile is3 coupled to the flow calculations by using noninertial source (NIS) terms. The computational results
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show that this approach yields smooth changes in the flow field for projectiles of very high acceleration

(up to approximately 107g).

Unsteadiness in the Thermally Choked Mode 3
The ram accelerator operates in the thermally choked mode when the velocity of the projectile is

lower than the C-J velocity of the operating mixture. As an example, figure 3 shows the simulated flow
field for the H2:0 2:N2/2:1:3.76 mixture when the projectile velocity is 1250 m/s. In the simulations I
using different mixture ratios (H2:0 2 :N2/2:1:7 to H2 :02 :N2/2:1:0), development of the flow field and

combustion process is similar to the case shown in figure 3. On the contracting part of the projectile
body, a near-normal shock is maintained by the high pressure generated by the combustion which I
chokes the flow downstream from the projectile. The simulations show that the same projectile can
be continuously accelerated from 1200 m/s to 2000 m/s using different mixtures to generate thermally
choked combustion repeatedly.

The flow field in a thermally choked ram accelerator is highly transient. The location and strength
of normal shock on the projectile body are unsteady and strongly affected by the energy release in
the combustion and the projectile acceleration. The simulations show that the conditions under that a
normal shock can be kept on the contracting part of the projectile body are difficult to maintain. In the
simulation for the mixture of H2:02 :N2/2:1:3.76, the duration in which the shock can be maintained is
of the order of 100 ps and the projectile-velocity increase in this period is approximately 400 m/s in a
distance of about 2-3 m. The simulations for other flow and mixture conditions show that this duration is
very sensitive to the energy content of the mixture as well as to the ignition process. Another important
cause of the flow unsteadiness is the strong acceleration of the projectile: the projectile velocity changes
significantly in the time span (order of 10-4 s) for the fluid to pass over the projectile. As the projectile I
is accelerated, the angle of the oblique shock initiated at the tip gradually decreases and the normal
shock located on the contracting part of the body moves downstream. The choking condition due
to combustion behind the projectile is also being relieved and, as a consequence, the pressure on the
rear part of the projectile decreases, resulting in reduction in the total thrust. Furthermore, large-
scale flow structures generated in the recirculation zone also cause flow unsteadiness. These large-scale
structures also interact with the combustion process and generate strong oscillations in the flow field.
The amplitude of the fluctuation in the thrust exceeds the average thrust value by about a factor of
two.

Unsteadiness in the Detonation Mode

Detonation is the most efficient form of shock-induced combustion and can generate very high
pressures. In order to maximize thrust and minimize losses, a detonation has to be generated and
stabilized at an appropriate location on the projectile body so that it produces an optimal pressure 1
distribution. During the acceleration, the leading and reflected shocks are gradually strengthened and

the temperature behind the shocks is rising accordingly. Therefore, the oblique detonation stabilized on
the projectile body jumps upstream from one reflected shock to another. However, the basic structure
of the detonation remains largely the same during the acceleration. Figure 4, a simulation conducted for
the H2:0 2 :N2 /2:1:3.76 mixture shows that the detonation is located at the widest part of the projectile
and the high-pressure region covers the front half of the contracting part of the projectile. This pressure
distribution yields a significant positive thrust which results in acceleration ranging from 2x105 g to
3x10Sg. The detonation structure on the projectile body is very stable under a wide range of flow
and mixture conditions. In the simulation, the projectile is being continuously accelerated from Mach
8 (3200 m/s) to Mach 10 (4000 m/s) in a distance of 12 meters. Also, fluctuation in the total thrust I
in the detonation mode is much smaller than that in the thermally choked mode and the effect of the
large-scale flow structure is much weaker.

Shock-Boundary-Layer Structure in Supersonic Flows

Our previous studies have shown that the boundary layer increases the leading-shock strength and
shortens the induction distance. One of the important effects of the boundary layer is the temperature
increase due to the strengthened leading shock. Therefore, highly resolved numerical simulations are
conducted to investigate the initial development of boundary layers near the leading edge of a flat
plate in supersonic flows of different Mach numbers. The simulations show complex flow structures 3
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I including: (1) a bow shock generated by the boundary layer, which is detached from the leading edge;
(2) a stagnation region at the leading edge where the flow comes to stop; and (3) an expansion area
above and behind the stagnation region, through which the flow adjusts to the free-stream condition.
These expansion waves decrease the temperature and pressure in the main flow and actually reduce
the strength of the boundary-layer effect on the detonation structure. Also, the large pressure and

density gradients in the expansion region may destabilize the flow, leading to generation of large scale
structures and transition to the turbulence and these effects will be further studied.

PUBLICATIONS AND PRESENTATIONS

Structure of Reaction Waves behind Oblique Shocks, C. Li, K. Kailasanath, and E.S. Oran, in press,
Progress in Aeronautics and Astronautics, Washington, DC, 1992.

Numerical Simulations of Reactive Flows in Ram Accelerator, C. Li, A.M. Landsberg, K. Kailasanath,
E.S. Oran, and J.P. Boris, CPIA Publication 593, pp.279-288, Columbia, MD, 1992.

Effects of Boundary Layers on Oblique-Detonation Structures, C. Li, K. Kailasanath, and E.S. Oran,
AIAA Paper 93-0450, American Institute of Aeronautics and Astronautics, Washington, DC, 1992.

Detonation Structures behind Oblique Shocks, C. Li, K. Kailasanath, and E.S. Oran, submitted to
Physics of Fluids, March, 1992.

Structure of Supersonic Boundary Layers, C. Li, K. Kailasanath, and E.S. Oran, the 45th Annual
Meeting of the Division of Fluid Dynamics of the American Physical Society, Tallahasse, FL, 1992

Analysis of Transient Flows in Thermally Choked Ram Accelerators, C. Li, K. Kailasanath, E.S. Oran,
A.M. Landsberg, and J.P. Boris, A/AA Paper 93-1916, American Institute of Aeronautics and
Astronautics, Washington, DC, 1993.

Numerical Simulations of Transient Reactive Flows in Ram Accelerators, C. Li, K. Kailasanath, E.S.
Oran, A.M. Landsberg, and J.P. Boris, AIAA Paper 93-2187, American Institute of Aeronautics
and Astronautics, Washington, DC, 1993.

Transient Behavior of Oblique Detonations on Accelerating Ram-Accelerator Projectiles, C. Li, K.
Kailasanath, and E.S. Oran, the Joint Tbchnical Meeting of the Eastern and Central States Sections
of the Combustion Institute, New Orleans, LA, 1993

Naval Ship Superstructure Design: Complex Three-Dimensional Flows Using an Efficient Parallel
Method, A.M. Landsberg, J.P. Boris, W. Sandberg, and T.R. Young, the High Performance Com-
puting Symposium, Arlington, VA, 1993

i VP 2 CJ Detonation (Supersonic)

I
Figure 1 Schematic of a ram accelerator in the detonation mode.

Ib
C'J Normal Combustion

Shock Region

(Subsonic)

Figure 2 Schematic of a ram accelerator in the thermally-choked mode.
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I
SUMMARY/OVERVIEW

i High-speed air-breathing combustion systems necessitate the release of chemical energy
during the relatively brief residence time of reactants within combustors of practical length:
mixing, ignition, and chemical reaction must be achieved in a relatively short time.
Towards this challenge, we have developed the concept of a supersonic combustor based on a
nonintrusively stabilized oblique (conically configured) detonation wave. The conical wave is the
result of the interaction of a train of spherical detonation waves, each initiated (in a very-fast-
flowing gaseous fuel/air mixture) by energy deposition from a rapidly repeated pulsed laser. We
address the proof-of-principle technology for such a supersonic combustor, in which relatively
small entropy rise is incurred, by fundamental experiments and analyses.

* Specifically, for fuel/air mixtures of practical interest, we seek to fulfill the need for data
on the minimum deposition energy, minimum pulse duration, and minimum deposition volume
required for the direct (nonintrusive) initiation of a Chapman-Jouguet (CJ) detonation; i.e., we
seek data on direct initiation without either overdri, 'blast-wave decay) or underdriving
(deflagration-to-detonation transition). We also ex:,-'t the consequences for engine
performance of inhomogeneity and off-stoichiometi the cold mixture.

I TECHNICAL DISCUSSION

We seek to span a stream of supersonically flowing fuel/air mixture with flame, within a
modest distance downwind of the transverse plane containing the ignition source, located at a
fixed, on-axis site in an axisymmetric combustor. The members of a train of spherical detonation
waves, each directly initiated [in a mixture flowing faster than the Chapman-Jouguet (CJ)-wave
speed] by one pulse from a rapidly repeated pulsed laser, interact to form a nonintrusively
stabilized conical (oblique) CJ detonation wave (Fig. 1).1 The "corrugations" in the conical wave
are smoothed as the temporal interval between the periodic pulses is reduced (Fig. 2). A cellular
structure is observed for all real CJ detonations, so the conical wave has finite thickness, but, as
long as the thickness is much smaller than other dimensions in the flow field, the finite structure
is not of engineering consequence and does not compromise any of this discussion.

If axial position x = 0 [or x' a (x - L) = - L] is the site of energy deposition (Fig. 1) in a
circular-pipe-type inlet of radius rpipe, then the conical-detonation-wave/container interaction

occurs at downwind distance x = L = rpipe/tan P, with sin p -- ucj/uo, where, by design, the

- known CJ-detonation-wave speed for the mixture UCj < U., the (supersonic) speed of the
oncoming mixture. For x > L, the flow is no longer selfsimilar; a (say, method-of characteristics)
solution of the steady isentropic supersonic flow in trial axisymmetric containers of cross-section
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A(x), with A (x) > 0, suggests a nozzle configuration for which, within a relatively short
streamwise distance, the detonated mixture is uniformized for exhaust at ambient pressure.2 The
thrust so generated is achieved probably with smaller entropy rise than that incurred for any
alternative supersonic combustor predicated on the burning of a well-mixed throughput.

We have derived 3 that a conservative value for the energy E (and time scale) required for
direct initiation without overdriving is given by

B _ E4[1+( t/t)] 3 , tr n l/uC, R * p. V. q, (I)

where p0 is the initial mixture density, V. - (4/3) x 13, q is the chemical exothermicity per mass
of mixture, I is the (empirically established) cell size, and t is the time interval of energy
deposition. This result is predicated on the sufficiency (for sustained CJ-wave propagation to
ensue) of depositing, in a cell-sized volume, the energy chemically derivable from the
(presumably) detonable mixture in that volume. If the temporal interval for the energy deposition
becomes comparable to, or exeeds, the wave-dispersion time scale t, which is much briefer than a
characteristic diffusive-transport time, then the required energy E increases very significantly.
The advantage afforded by multi-nanosecond-duration laser pulses in reducing the energy
requirement E is quantified. In fact, deposition of energy over a volume with dimension of cell
size may not be necessary, so a value of E smaller than that of Eq.(l) may suffice.

We have considered the entropy rise associated with the reflected shocks formed in
already-detonated mixture when neighboring detonations in a pulsed-laser-initiated train interact.
According to our analysis3, this particular source of entropy rise is minimized if the time interval
between the very brief laser pulses is minimized. However, one ought not pulse so frequently that
the (wasteful) deposition of two pulses into the same element of mixture occurs. This result on
pulsing interval is derived conveniently from a model in which the spherical detonations are
idealized as spherical fronts without structure, because the entropy rise associated with the
spherical-detonation fronts is not at issue. Also, attention in our analysis is limited to the early-
time reflections, with which the strongest shocks are associated; weaker subsequent reflections are
not examined.

As a first step toward characterizing the tolerable spatial scale of unmixedness in the cold
mixture, we have examined what radius of spherical "blob" of initially unmixed fuel and air (taken
to be present in the cold blob in same stoichiometric proportion as characterizes the well-mixed
portion of the throughput) could be burned prior to discharge from the combustor nozzle.5 The
preponderance of the throughput is taken to be well-mixed fluid, converted to product in the
detonation wave. We have treated a finite-radius sphere, initially with one hemisphere of fuel
and the other of air. These reactants interdiffuse upwind of the transit of the detonation wave, I
and the mixed portion is taken to be converted virtually instantaneously to product species during
wave transit; the residual reactants are burned in a diffusion flame as the sphere is convected
downwind by the high-speed flow. The radius of the sphere and the transport coefficients are I
altered, albeit not greatly, during wave transit. The diffusion flame lies on the equator, and,
while most of the reactants are burned rapidly, complete burnup requires infinite time, if the
values of the (stoichiometrically adjusted) mass fractions in each hemisphere are equal; otherwise,
burnout occurs in finite time, with the last vestige of flame sited at the pole of the hemisphere
with the stoichiometrically deficient reactant. While the temperature of the expanding product
gas enveloping the blob probably remains sufficiently high so that vigorous diffusive burning is
sustained, the effective burnout time increases with the square of the blob radius, and may exceed I
the length of a viable nozzle for too large a blob.

In support of this technology, laser-initiated-detonation experiments were conducted both
an open system al one atmosphere, •nd also in a closed tube at various pressures. In the open I
system, a flat-flame burner was used to achieve uniform flow. In the closed system, a cylindrical
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I tube of 1.6-cm diameter and 1-m length had a quartz window at one end to permit laser-beam
access. A Lambda Physik argon-fluoride excimer laser provided a source of 193-nm-wavelength
radiation. Pressure transducers (Kistler, Model 211B2) recorded pressure rise; a photomultiplier
with a monochromator recorded OH emission at 308 nm; and an image converter (IMACON)
camera monitored the temporal and spatial evolution of the detonation wave.

Detonations were directly initiated in mixtures of C2112/0 2, C2H2/O 2/N2 H /0 2 /C2H,
and CH,/0 2/C 2H2 . The minimum laser energy required for initiation is 12 ± 2 mJ or a (1.5 2511
+ 02) mixture at one atmosphere, in both the open system (Fig. 3) and also the closed system
(Fig. 4). The energy absorbed in the vicinity of the laser focal volume (about 103 pim 3) is about 8
mJ, owing to the absorption by the gaseous medium before the radiation reaches the focal point.
The energy required for initiation increases substantially as the C21II mole fraction deviates from

about 0.4, for which the C2H12/0 2 ratio is about 2/3. The energy required also increases markedly
by the addition of N2 to C,-2/O2, and is about 400 mJ for an N2/0 2 ratio of about 1.1 (Fig. 4).
We have also demonstrated initiation of detonation in H2/0 2/C H 2 and CH4/0 2/C 2H 2, mixtures in
which C2H12 serves as a sensitizer and possibly also a promoter PFig. 5). Results from the closed
tube showed that the laser energy required is approximately inversely proportional to the pressure.

The detonation-wave speed in atmospheric C2112/0 2 mixtures was measured to be about
2.3-2.9 km/s, in good agreement with CJ speed. The corresponding peak pressure is about 34
atmospheres, and about 103 atmospheres with enhancement from wave reflection. In a test with
an inert C-H 2/N. mixture, the deposit of the excimer-laser energy (about 300 mJ) resulted in a
pressure rise of about only 0.1 atmospheres. This suggests that our initiation differs from the
conventional initiation of detonation, which involves the prior creation of a blast wave, e.g., by
electric spark, exploding wire, or chemical explosive. We measured a required laser energy which
is substantially smaller than that of conventional initiation methods. Conceivably, our initiation
may be promoted by photochemical reaction, specifically, via reactions involving the reactive
photofragments C2H and H, generated by the photolysis of C2H2.

REFERENCES

1Carrier, G., Fendell, F., McGregor, D., Cook, S., and Vazirani, M., "Laser-Initiated Conical
Detonation Wave for Supersonic Combustion," Journal of Propulsion ad Power, Vol. 8,
March-April 1992, pp. 472-480.

2Fendell, F., Mitchell, J., McGregor, R., and Sheffield, M., "Laser-Initiated Conical Detonation
Wave for Supersonic Combustion. II," Journal of Propulsion and Power, Vol. 9, March-April
1993, pp. 182-190.

3Carrier, G., Chou, M.-S., and Fendell, F., "Laser-Initiated Conical Detonation Wave for
Supersonic Combustion. III," Paper 92-03247, presented at the AIAA 28th Joint Propulsion
Conference, Nashville, TN, July 1992.

4Chou, M.-S., Fendell, F. E., and Behrens, H. W., "Theoretical and Experimental Studies of Laser-
Initiated Detonation Waves for Supersonic Combustion," presented at the SPIE International
Symposium on Laser Applications in Combustion and Laser Diagnostics, Los Angeles, CA,
January 1993.

5Carrier, G. F., Fendell, F. E., and Chou, M.-S., "Laser-Initiated Conical Detonation Wave for
Supersonic Combustion--a Review," presented at the 2nd ICASE/NASA Langley Research
Center Workshop on Combustion, Newport News, VA, October 1992 (to be published by
Springer Verlag).

I
I - 75-



z2 z2

.C4

3L

LB a ag

s E3

0~ cri

-0 0

zz

OZ re ;IiiE Al a a a

-zg2

M Sz

000 IEI
rW 00 j~ 01W INOIN g .! ''

-76--
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SUMMARY/OVERVIEW:
Flames supported by nitrogen oxides arise during the- gas phase combustion near the

surface of many energetic materials containing carbon, hydrogen, nitrogen and oxygen. We have
undertaken experimental and modeling studies in order to develop reaction mechanisms
appropriate for such systems. The understanding of the reaction chemistry of the propellant
system is important in modeling overall propellant performance as a substitute for costly
empirical testing of the many possible propellant formulations. Comparison between modeling
and experiments for burner stabilized flames shows that the reaction mechanism developed
accurately predicts the major species concentrations in a variety of fuel/NO1 flames. In addition,
reasonable agreement has been found between modeling and experimental results for burning
velocity of flames of the same mixtures.

E TECHNICAL DISCUSSION:
We have completed detailed comparisons of calculations and measurements of the

structure and burning velocity of fuel/NO1 mixtures using a 272 step reaction mechanism. The
comparison between the calculated flame structure and the experimental flame structure for stable
species was found to be very good for fuel/N20 flames and good for fuel/NO 2 flames (see Fig.
1-3). The concentration profiles for radical species were found to be generally well represented
qualitatively but not well represented quantitatively. It was concluded that, despite some
remaining difficulties with the reaction mechanism, it appeared to be reliable in describing the
overall combustion behavior of a wide range of fuel and oxidizer mixtures.

The most important reactions of the oxidizer (N20 or NO2) are with H atoms and, to a
lesser extent, with CO. Reaction of either oxidizer with H is a chain propagating reaction, in
contrast with the chain branching reaction of H with 02 which is of equal importance in fuel
oxidation by 2 In addition, the reaction of NO2 with H is slower than N20with H. Finally,
the reaction of N20 with CO can be significant both in consumption of CO and formation of
CO2. This situation is again in contrast with the oxidation chemistry of systems by 02 in which
the conversion of CO to CO2 is almost entirely be reaction of CO with OH. The difference
between the use of N20 or NO 2 as oxidizer is that the former produces primarily N2 while the
latter produces NO. The subsequent slow reduction of NO to N2, even when it is
thermodynamically favored, accounts for the most striking difference between the two oxidizers.
The most important effects of the oxidizer, therefore, are that the nitrogen oxides are lessU effective chain carriers and lead to slower reaction rates compared to 02.
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The 272 step reaction mechanism was also used to model the burning of free-standing
flames supported by N20 and NO2, and the modeled flame speed was compared to the
experimental results obtained by Parker and Wolfhard using the bunsen burner technique (Table
1). Also shown are the burning velocities obtained with the Miller and Bowman mechanism I
without the modifications discussed in the present investigation. The results indicate that
generally good agreement is obtained between the modeling and the experimental data and that
the 272 step mechanism gives better results than earlier mechanisms. The burning velocity of
the flames with N20 are significantly higher than those with NO, as oxidizer. Two of the
calculations are discussed below in more detail in order to indicate the importance of fuel and
oxidizer decomposition reactions in flame propagation.

Table 1 gives the calculated and measured results for the burning rate of a CH4/N20
flame. The calculated flame velocity is 90 cm/sec, very close to the measured velocity of 105
cm/sec. In addition, for this flame we were able to perform analysis on what reactions contribute
most strongly to a given specie's production/consumption. It was found that the major reactions
leading to the decomposition of CH4 are in decreasing order of their rate of CH4 consumption,
reaction with H, OH and 0. The major reactions leading to the breaking down of N20 were
found to be, in decreasing order of the amount of N20 they consume, reaction with H and
thermal decomposition of N.O. The importance of the radicals H, OH and 0 are clearly evident 3
in the propagation of this flame.

A free-standing C2qH/NO2 flame at a pressure of 0.1 atm was modeled and the calculated
flame speed was compared to that measured by Parker and Wolfhard. The results are included
in Table 1, and as can be seen, the agreement is excellent for this flame. It is possible that the
larger mechanism used to model this flame aided in obtaining better agreement with experimental
data than was obtained in several of the cases of N20-supported flames. More cases would need I
to be run, however, to draw conclusions on the relative ability of the two mechanisms to model
free-standing flames supported by NO2 and N20. Modeling results for the C2H4 /NO2 flame
showed that the most important reactions contributing to the decomposition of C2H4 in the flame I
were the hydrogen abstraction by OH and H and thermal decomposition. T h e m o s t
important reactions leading to the decomposition of NO2 were found to be reaction with H and
with CO to form NO which is slowly reduced further by H-C-N reaction processes. Initiation n
of the chemistry in these flames can be seen to be closely tied to reactions producing radical
species.
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... o. TABLE 1. Comparison of measured and calculated
i o•• flame speed of fuel/NOr mixtures'.

A *>=.M/B" This Work'

Pos-tonNabve1th burnr2(c0

10576009

.C02 xC2 0 CH 2/NO 160 128 150

0.5 02x20 CzH*NO 110 94 102

S0.20- C2H4/N0 2  62-5 61 61

0o.15 - (a) All flame speeds given in cm/sec at 0.10 atm and for
A A a stoichiometric mixture.

(b) Parker & Wolfhard
0.0- . ............ .......................... ... (c) Calculation using mechanism of Miller & Bowman

0 0 o 0 0 o 0 0 0 0 0 0 (d) Calculation using the present 2step mechanism.
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Figure 3. Comparison of C2 H(N0 flame structure I
data of Volponi and Branch to calculations of flame
structure using 272 step reaction mechanism.
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DISTRIBUTED COMBUSTION IN SOLID PROPELLANTS

I (AFOSR Grant No: AFOSR-91-0152)

Pricipal Investigator: M.W. Beckstead

I Chemical Engineering Department
Brigham Young University

Provo, Utah

I Objective: Identify and develop a quantitative understanding of the mechanism of
distributed combustion.

Overview: The current work aims at developing an experimental and analytical
basis for determining the mechanisms of distributed combustion. A
Rijke burner, constructed at BYU, has been initially characterized. In
the burner, particles entrained in the flammable gases are ignited by
the flame. Law's model for the combustion of aluminum has been
modified and incorporated into the Rijke acoustic model to describe
distributed combustion. Comparisons of the preliminary results from
the experimental and analytical efforts are promising. This burner will
continue to be used to study particle combustion in both oscillatory and
steady flow. Work is beginning on a high pressure system to allow
measuring the burning rate of aluminum at pressures up to 30 atm.

I CURRENT PROGRESS

The mathematical mode: of the Rijke burner was previously developed at BYU
by Raun which predicts the frequencies and acoustic growth rates in the Rijke burner
both with and without particle combustion. However, quantitative agreement between

I the model and experimental work has been difficult to attain. This difficulty is believed
to be due to the over-simplified descriptions of the interaction of the flame and
aluminum combustion with the acoustics. Therefore, an effort to improve these
aspects of the mathematical model is currently underway.

The Rijke model has been modified to include metal particle ignition delay and
combustion. The vapor phase metal combustion model of Law has been selected as
an appropriate, state of the art model, with an analytical instead of numerical solution.
The aluminum combustion model has been modified to include radiation and
convection heat transfer effects, to allow for multiple oxidizers, and to provide for the
effects of oxide migration to the metal partic.e surface. Preliminary comparison
between the model and aluminum combustion experimental data has shown
reasonably good agreement.
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I
Comparison of Original Law Model and Improved ModelI

Assumptions of the
Original Law Model Assumptions of the Improved Model

1. Properties Constant Calculation of properties based on
everywhere weighted average of properties at

particle surface, flame and infinity.

2. Oxygen only reactant Multiple species allowed with variable
transport and thermodynamic properties.

3. Burning in Stagnant Gas Accounts for convective effects based
on the Nusselt number.

4. Radiation neglected Accounts for radiation between particle,
flame, and surroundings.

4. Lewis Number= 1 Allows Lewis numbers different than 1.

6. Oxide on particle surface Reduced bum rate due to oxide surface
has no effect. Coverage.

Flame Zone

so VaporizedHot cnn H2.P acAluminum P

0I

Figure Schematic of aluminum combustion model i
used in this study.
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i DETERMINATION OF CHEMICAL PROCESSES AT A
BURNING PROPELLANT SURFACE

AFOSR-89-0521

I Principal Investigator: Thomas B. Brill

Department of Chemistry
University of Delaware

Newark, DE 19716U
SUMMARY/OVERVIEW:

Chemical description of the burning surface is vital to any
advanced model of solid propellant combustion and combustion
instability. A spectroscopically-instrumented, high-rate
thermolysis technique developed in our laboratory is being
applied to determine the chemical mechanisms at the temperature
of the burning surface. The initiating endothermic steps are
revealed. The products of these initial steps become the
reactants for the first large exothermic reaction near the
surface. This latter reaction plays a disproportionally large
role in determining the burn rate and how the chamber instability
couples to the surface reaction zone.

TECHNICAL DISCUSSION

Elucidation of the chemical mechanisms by which the
ingredients of solid propellants rapidly pyrolyze and form the
heterogeneous surface reaction zone and the primary flame is
vital for detailed models of combustion1 - . Species formed in the
surface reaction zone chemically link the formulation of the
material to the combustion characteristics, such as the
structure and temperature distribution of the flame and the
stability of combustion.

Information about chemical reactions in the heterogeneous
surface region of an energetic material is gained by the use of a
technique developed in our laboratory, T-jump/FTIR spectroscopy5 .
A small, thinly spread sample is a snapshot simulation of the
burning surface and ensures efficient heat transfer
representative of the film-like heterogeneous reaction layer on
the burning surface. The sequence of formation and the relative
concentrations of the gaseous products from pyrolysis at chosen
temperatures following heating at 2000°C/s is determined in the
temperature range of the burning surface. Simultaneously with
these data, the heat generated or consumed by the sample is
determined so that the dominant exothermic chemistry can be
separated from the initial decomposition steps. In this way, the
semi-global decomposition and reaction mechanisms have been
determined at or near the temperatures present on the burning
surface of 1,3,5,7-tetranitro-l,3,5,7-tetrazacine (HMX)6, 1,3,5-
trinitro-s-triazine (RDX) 7 , ammonium nitrate (AN) 6 , ammonium
dinitramide (ADN) , 1,3,5,5-tetranitrohexahydropyrimidine
(DNNC)9, glycidylazide polymer (GAP) 7 , bis(azidomethyl)oxetane
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(BAMO)6, and ammonium perchlorate (AP) 10 . Table 1 gives a summary I
of key products formed in the initial endothermic decomposition I

Table 1

A Summary of the Initial Decomposition Products and the
Reactants for the First Large Heat Generation Reaction

-Cox md initial Products Heat Generation Reaction

HMX CH2O + N20 + NO 2 + HCN CH20 + NO2

AN NH3 + NO2 + HNO3  NH3 + NO2

ADN N20 + NO I
DNNC Complicated but CH20 + NO2

similar to HMX andRDX __ _ _ _ _ _ _ _ _ _ _

AP NH 3 , HC10 4  HNO + HCIO4

RN + N2  RN decomposition
GAP

steps. These products are the reactants for the first large heat I
generation reaction. For example, the branching ratio of the
initial decomposition steps of HMX and RDX (CH20 + N20 branch and
NO2 + HCN branch) is temperature dependent6. The CH20 + N20
branch is favored at lower temperature, but the NO2 + HCN branch
is favored at the temperature of the burning surface6 .

Attempts are being made to define the mechanism by which
materials interact with one another during combustion of a I
composite propellant. A firm starting point is isomorphously
doped crystals of AP, upon which burn rate data have been
obtained at NWC13 . Figure 1 reveals that the time-to-exotherm of I
AP is strongly affected by isomorphous doping of the lattice with
small amounts of Kr and Cr2O72- ions. In all cases the samples
were heated at 2000"C/s to 480"C under 13 atm Ar by our T-
jump/FTIR technique. An unmistakable conclusion from Figure 1 is
that the dopant ions strongly influence the rate at which
reactions occur leading to the large heat release step. The
catalysis occurs in the heterogeneous condensed phase because the
Pt filament only senses the heat consumed or released by material
with which it is in very close thermal contact. Figure 2 reveals
that the burn rate values at 50 atm correlate reasonable well
with the time-to-exotherm data at 13 atm in Figure 1. The
overall positive correlation suggests that the catalytic effect
of the dopant is the accelerate or decelerate the decomposition
reactions that lead to heat release in the heterogeneous
condensed phase. In turn, this effect on the time of heat
release increases or decreases the burn rate7. This connection
is in line with notions that the first strongly exothermic U
reaction in the mechanism plays a disproportionally large role in
controlling the burn rate of the bulk material7""*. For AP, the
specific reaction that is implicated both experimentally1 0 '"1 and
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by kinetic modelling15'16 is equation 1. The T-jump/FTIR data for

AP10 reveals a large pulse of NO and H20 at the exotherm of AP.

I HClO4 + HNO -- NO + H20 + C10 3  (1)

The same is true of all of the isomorphously doped samples of AP.
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COMBUSTION KINETICS OF HEDMs AND METALLIC FUELS

3 AFOSR Grants No. F49620-92-J-0172 and -0346

Principal Investigator: Arthur Fontijn
Research Collaborators: Pete- M. Futerko, David P. Belyung

High-Temperature Reaction Kinetics Laboratory
The Isermann Department of Chemical Engineering

Rensselaer Polytechnic Institute3 Troy, NY 12180-3590

I SUMMARY

The use of new advanced solid rocket propellant constituents, such as, e.g.,
boron as a HEDM and ammonium nitrate as replacement for halogen-containing
oxidants, requires knowledge of their combustion characteristics. The present
program provides critical kinetic data to allow modeling of such combustion. Our
HTFFR (High-Temperature Fast-Flow Reactor) and Metals-HTP (High-Temperature
Photochemistry) facilities are uniquely suited to provide such data over very wide

temperature ranges, within the limits 300-1900 K. In this work we investigate3 reactions of B, BO and B02 with 02, CO, C02, H20 and NOx, and such AIO reactions with
some of these oxidants as may be helpful to elucidate the kinetics of the boron species
reactions. Major goals are to establish correlations between the pre-exponentials as
well as the activation barriers of B, Al and other metallic species reaction rate
coefficients and to investigate the fundamental reasons for any trends thus
established to allow predictions for further reactions. Dual military-civilian use3 aspects of the work are also investigated.

TECHNICAL DISCUSSION

3 Aluminum Oxidation

The AlO/02 reaction system had previously been studied at 300 and 1400 K. 1,2

Comparison of the results led to the conclusion that the reaction had a slight negative
activation energy; no pressure dependence was observed. The consequence of the
negative activation energy was that the (AIO)-O bond energy had to exceed that of 02,

i.e. be larger than 493 kJ mol" 1 . This result was in disagreement with a subsequent
Knudsen cell evaporation study, 3 which yielded a bond energy of 419 + 36 kI mol- 1 .
This bond energy and the kinetics of the AIO + 02 system are important to know for
calculations on aluminized propellant burning and to allow a better understanding of
BO + 02 and other boron oxidation reactions. Our findings on chromium oxidation4

had shown how not recognizing pressure effects had led other investigators 5 to
erroneous conclusions on the Cr-O bond energy and the kinetics of Cr oxidation. As
the wide scatter in our original work on AIO + 02 could have masked pressure effects
and the many apparatus changes since then have sharply reduced scatter,6 a re-5 investigation of this AlO reaction appeared in order.

We have found that there is indeed a pressure-dependent and a pressure-3 independent process. The preliminary rate coefficient values are:

1 - 89-
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(1) A1O + O2 + Ar-+ A1O3 + Ar T =300 to 1010K

log[k(T)/(cm6 molecule- 2 s- 1 )] = -17 - 4.36 log (T/K) 3
(2) AIO+02-*A102+O T= 1010 to 1570K

k(T) = 1 x 10- 9exp(-10547 K/T) cm 3 molecule-ls- 1

Measurements at a few additional temperatures are in progress. The net effect of
these two reactions with opposite temperature dependences is that, in the 5-80 Torr
pressure range studied, the apparent rate coefficients pass through a minimum near
1000 K, cf. Fig. la. However, when comparing the lowest and highest temperatures
there misleadingly appears to be just a slight negative temperature dependence, as
the original studies suggested. Reaction (2) dominates at the temperatures of interest I
to rocket combustion calculations; its rate coefficients are independent of pressure
and increase strongly with increasing temperature, cf. Fig. lb. There is now no
remaining contradiction between the kinetic results and the (AIO)-O bond energy
value from the evaporation study.

Aluminium Oxide Reduction: Hydrocarbon Conversion

The direct conversion of methane, i.e. natural gas, to liquid fuels and
chemicals of commercial interest is an intensely sought goal. A major approach
being followed is to pass methane over solid-state catalysts consisting of mixtures of
metal oxides with dopants. The first step in this process is to abstract a hydrogen
atom from methane CH4 to produce a highly reactive methyl radical CH3 to form C-C
bonds. To understand these surface reactions better, gas-phase studies of the
reactions between methane and metal oxides are desired. Ab initio studies had
suggested that abstraction should occur at elevated temperatures. Because of our
experience with AIO from studies for rocket propellants, we decided to use that oxide

to experimentally investigate this potential civilian application. Reaction was indeed

observed and we determined k(590-1380 K) = 9.6 x 10-39 (T/K)7"96 exp(2468 K/T)

cm 3 molecule-Is- 1 .7  This is the first observation of this new group of chemical
reactions. Quite likely, reactions between metal oxides and hydrocarbons will be
found to be common. However, comparison of the present result to further ab initio
and conventional transition state theory TST calculations suggests that, while direct
abstraction can occur at the higher temperatures, one or more other channels, I
possibly involving AIO insertion into a C-H bond, dominate in the initial attack step. 7

Rate Coefficient Predictions and Correlations 3
Rate coefficient expressions over wide temperature ranges can commonly be

described by k(T) = ATnexp(-E/RT), where A, E and n are constants for a given
reaction. We recently showed that, if n is fixed for a series of similar reactions, E can

be semi-empirically calculated for each member of the series. 8 ,9 Work on these
correlations is being continued. We have now also begun to address the
determination of the ATn term. This involves the development of new methods for

using semi-empirical TST. Such theory is well established for making predictions on
hydrocarbon combustion reactions. However, for metal species the necessary input

data is lacking, hence a new approach is necessary. This MTST approach 10 uses a I
valence-force molecular model to estimate rotational constants and vibrational
frequencies of the transition state. It is applicable to reactions with early barriers,
typical of many exothermic metallic species oxidation reactions.

MTST calculations also allow conclusions regarding reaction mechanisms, as
illustrated by Fig. 2 for the AICI and BC1 reactions with 02. These reactions were 3
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originally thought to proceed by abstraction of an 0 atom leading to OAICI and OBCI,
respectively. Newer thermochemical calculations1 I1 suggested this to be unlikely to
be correct for the AIC1 reaction, 8 which this figure confirms. The data points shown
are our measurements and the solid lines represent MTST calculation values based on
the assumption of abstraction. The assumption appears valid for BCI, but even at the
highest temperatures investigated another process, e.g., adduct formation, appears to
dominate for AICl.

3 Together these semi-empirical procedures 8 - 1 0 make it possible to make
reliable estimates of more rate coefficients, needed at high temperatures, than can be

- lmeasured experimentally within reasonable periods of time.

References

1. A. Fontijn and W. Felder, "High-Temperature Fast-Flow Reactor Kinetic Studies.
The A10/02 Reaction near 1400 ,(," J. Chem. Phys. 64, 1977 (1976).

2. A. Fontijn, W. Felder, and J.J. Houghton, "HTFFR Kinetic Studies. Temperature
Dependence of AI/02 and AIO/02 Kinetics from 300 to 1700/1400 K," 6Ith
Symposium (International) on Combustion, 871 (1977).

53. P.Ho and R.P. Burns, "A Mass Spectrometric Study of the A102 Molecule," High
Temp. Sci. 12, 31 (1980).

4. A.S. Narayan, A.G. Slavejkov, and A. Fontijn, "The Metals-HTP Technique:
Kinetics of the Cr/02/Ar Reaction System from 290 to 1510 K," 24th Symposium
(International) on Combustion, 727 (1992).

1 5. U.S. Akhmadov, I.S. Zaslonko, and V.N. Smirnov, "Mechanism and Kinetics of
Interaction of Fe, Cr, Mo and Mn Atoms with Molecular Oxygen," Kin. and Catal.3 (Eng. Transl.) 29, 251 (1988).

6. A.G. Slavejkov, P.M. Futerko, and A. Fontijn, "High-Temperature Fast-Flow
Reactor Kinetics Study of the Reaction Between BCI and C02 from 770 to 1830 K,"3 23rd Symposium (International) on Combustion 155 (1990).

7. D.P. Belyung, A. Fontijn, and P. Marshall, "Gas-Phase Reactions Between
Hydrocarbons and Metal Oxides. The AIO + CH4 reaction from 590 to 1380 K", J
Phys. Chem., 27, xxxx (8 April 1993).

8. A. Fontijn and P.M. Futerko, "Homogeneous Kinetics of Metal Species over Wide
Temperature Ranges: Techniques, Measurements and Correlations," in Qas-
Phase Metal Reactions, A. Fontijn, Ed., North-Holland, Amsterdam, 1992, Chap. 6.

3 9. P.M. Futerko and A. Fontijn, "Activation Barriers for Series of Exothermic
Homologous Reactions. I. Metal Atom Reactions with N20," J. Chem. Phys. 25,
8065 (1991).

10. P.M. Futerko and A. Fontijn, "Experimental and Transition-State Theory Studies
of the Gas-Phase Reactions of AICI with N20, C02, and S02," J. Phys. Chem., in

i press.

11. W. Chen, W.L. Hase, and H.B. Schlegel, "Ab initio MO Calculations of the
Thermochemistry of BX, AIX, OBX and OAIX (X = 0, F, Cl) in Gas-Phase Metal5 Reactions, A. Fontijn, Ed., North-Holland, Amsterdam, 1992, Chap. 9.

5 - 91-



4/4 U
T KT, K

4 0 M So o 3 0 0 4 1 0 ,. o
, 10, 1 4 -1.00,

O + ,o.oAt. A• ProdUCt .uo 0 o. 0

S10"5

0°".5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 10"4, ,, , J
13T05 0.7 0.9 1.1 1.3 1.i

, K-1 
131r, K-1"

TIK

0" 1.0 1.5 20 3 3 Figures la,b,c. Apparent and

0+ tA03 actual rate coefficients for AIO 3
AIO..0 2 .A- A t oxidation reactions.

S10"1A 
r

ISeO 100 700So

-I

(p its r c niset wih a I

05 1.0 1.5 1, Z. 3.0 3.. J.
103Mr, K-I 10- 1 *

%

J&1 Ib

Figure 2. Comparision of MTST -d1
calculations (lines) to experiments 1-

(points) are consistent with an /
abstraction reaction for BCI + 02, but (@a

not for AICI + 02. 11010

1@,3 1K') 3

-
- 92 - 3



I
3 NONLINEAR ACOUSTIC PROCESSES IN SOLID ROCKET ENGINES

(AFOSR Grant No. 89-0023)

Principal Investigator: David R. Kassoy

Mechanical Engineering Department/Center for Combustion h . search
University of Colorado, Boulder, CO 80309-0427U

SUMMARY:3 The present work describes acoustic and rotational disturbances in an injection induced low
Mach number flow in a cylindrical engine chamber. An initial-boundary value calculation is done
for the disturbances generated by a prescribed end wall velocity characterized by a Mach number
similar in size to the mean axial flow value. The disturbances, superimposed on the steady
injected,inviscid rotational mean flow, are composed of an irrotational, planar acoustic wave and
a vortical, nonplanar component. A multiple scale study shows that the vorticity generated on
the side wall is convected out toward the axis by the steady radial flow speed and diffused on a
shorter scale by viscosity. This multidimensional study gives a complete solution for the flow fieldg inside a model, stable solid rocket engine chamber subject to end wall forcing.

AUTHORS: Qing Zhao and David R. Kassoy

i TECHNICAL DISCUSSION

1. Background

Solid propellant combustion in a cylindrical rocket engine chamber generates gaseous products
that cause a spatially distributed velocity field. In a typical engine, the Mach number associated
with the radial velocity of the gaseous products adjacent to the propellant is in the range10-3<
M <_g-M < 10-2, and the induced axial Mach number is at most 0(10-1) for long , thin chambers
except near the nozzle.

In this work, a systematic method is developed for determining how an unsteady rotational
flow field develops as a result of boundary forcing and how it is transported inside the cylindrical
cnamber. Initially a steady, low Mach number, inviscid, rctational flow exists in a long narrow5cylinder, induced by spatially distributed injection from the cylinder wall. An analytical solution
describes the solution (Culick 1966). One end of the cylinder is open and it is assumed that the
pressure is constant at the exit. The mathematical formulation of the transient problem is in
terms of an initial-boundary value problem.

Disturbances are created at the head end wall by imposing a small amplitude oscillatory
axial velocity with frequency w. Travelling acoustic waves arise from the mechanical endwallidisturbance, and propagate through the steady inviscid, rotational induced flow. An axial acoustic
velocity disturbance of O(M) is linearly superimposed on the steady, inviscid, rotational mean
flow also of O(M) . Interestingly, the acoustic pressure field always has the form of an axial planar5 wave in the long narrow cylinder.

The acoustic wave solution does not satisfy the no-slip boundary condition. A transitional
region is required to assure that the complete transient solution satisfies that condition. Depending
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on parameter values, the transition can be described in terms of a core/boundary layer model or
a fully distributed rotational model.

In the core/boundary layer model, a viscous boundary layer adjacent to the walls accomodates

the no-slip side wall condition. The structure of the boundary layer is closely related to that for the I
classical Stokes problem with relatively large wall injection. Small length scale spatial oscillations
in the axial velocity are damped out on the global length scale of boundary layer. A multiple

scale perturbation method is used to solve the mathematical problem. I
The solutions to this model are valid only when the boundary layer is thin relative to the

cylinder diameter so that the flow in the core is essentially inviscid and irrotational. There
are specific restrictions on the side wall injection rate and end wall driving frequency. If these 3
constraints are not satisfied, a new multiple scale peturbation technique is needed to find solutions
where rotational effects fill the entire cylinder.

Two spatial length scales are important in the more general formulation; the chamber radius
of 0(1) and a much shorter oscillatory scale of O(M). It is demonstrated that the side wall is the
source of unsteady vortizity generation. Once generated, it is convected toward the axis by the
steady radial velocity and diffused by the weak viscous effects on the shorter length scale.

This work is a generalization and extension of formulations by Price & Flandro(1993) and

Flandro & Roach(1992).

2. Core/Boundary Layer Solution

This more traditional approach divides the rocket chamber into two regions. The inviscid
planar acoustic core solution is valid in most of the chamber but does not satisfy the no-slip wall
condition. The transition to no-slip occurs in a thin vortical layer adjacent to the side wall. The
acoustic core solution is found by a Fourier analysis. We observe a solution with beats if w is very
close to one of the Fourier frequencies, or one that grows with time linearly if w is equal to one of
the Fourier frequencies.

The transition layer accomodates the planar wave solution on its outer boundary and the

no-slip condition on its inner boundary. The overall radial thickness of the layer is characterized
by one scale, and within the layer there is an O(M) smaller length scale associated with the radial
distance traveled by an injected fluid particle on the axial acoustic time scale. Due to the "hard"
injection condition, the boundary layer flow is inviscid and rotational in the first approximation. i
Viscous stresses appear in the second order description, but are essential to finding the complete

solution, as might be expected in a multiple scale analysis. I
The effective thickness of the boundary layer depends strongly on each of the modal frequencies

11 in the core and the side wall injection velocity Vt,. A large value of 1l promotes relatively
rapid exponential decay, implying that high frequency disturbances are associated with thinner

transition boundary layers. Thus higher order modes tend to be associated with effectively thinner
boundary layers. The same type of argument demonstrates that increasing the value of V"
enhances the overall boundary layer thickness. The spatial distribution of the axial velocity in the

transition layer is given in Figure(l) to show that the overall thickness of the layer is determined
by the lowest mode in the core solution. The core solution is recovered in an oscillatory manner
at a transition layer variable value of • = 10 for S1 = 2.5 which correspondes to r = 0.4(the wall

is at r = 0.5).
The core/boundary layer structure is valid only when exponential decay of rotational effects

occurs close to the cylinder wall (say r > 0.4). If this condition is not satisfied , then a new

multiple scale perturbation technique is needed to find solutions where rotational effects fill the
entire chamber.

-
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5 3. Rotational Flow Across the Chamber

A mathematical model is developed for the disturbance evolution when rotational effects are
significant across the entire cylinder. In this case one can expect that vorticity will be convected
along with the injected fluid and diffused as well by weak but pervasive viscous effects.

The disturbance is split into an irrotational planar wave and a vortical, nonplanar component.
The planar part of the contribution is identical to the core solution in section 2. Once again it is
recognized that two disparate length scales are important; the tube radius and an O(M) shorter
length associated with the radial distance traveled by a fluid particle on the acoustic timescale.

To leading order, the flow is described by a set of first order hyperbolic equations that are
inviscid and rotational. Since the axial velocity is zero on the side wall, the sum of the vortical
axial velocity and the planar axial velocity must be zero there. It is demonstrated that the
vorticity on the wall is equal to the time derivative of the axial acoustic velocity. This means that
the side wall is the source of the unsteady vorticity. Since the viscous effects are weak, the vorticity
generated is convected by the local steady radial velocity toward the axis. The flow properties
are invariant on a characteristic of the hyperbolic equations but change from one characteristic
line to another.

A nonlinear diffusion equation is found from higher order analysis to describe the explicit form
of the vortical axial velocity. The presence of a viscous term suggests that the vorticity transport
process on the O(1) radial length scale is accompanied by diffusion on the O(M) scale.

The diffusion equation is solved using a Galerkin-like method in which Fisher's (1936) analysis
is of importance. The results provide a complete description of the vortical component of the O(M)
flow field. Figure(2) depicts the spatial distribution of the vortical axial velocity with respect to
the radial variable r, = 0.5 - r at t = 40 and z = 0.5 for M = 0.01 and w = 1.5. The front is5really a narrow diffusive region. Sixty percent of the chamber is filled with rotational flow. Figure
(3a-c) shows the time response of the unsteady axial velocity at ri = 0.15,z = 0.5 for M = 0.01
and w = 1.5 . Figure (3a) depicts the planar acoustic axial velocity response, Figure(3b) is for
vortical axial velocity and Figure (3c) is for the total unsteady axial velocity.
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3 DIRECT NUMERICAL SIMULATION OF
ACOUSTIC-MEAN3 FLOW INTERACTIONS IN SOLID ROCKET MOTORS

(AFOSR Grant/Contract No. F49620-92-J-0451)

Principal Investigator: SHANKAR MAHALINGAM

Center for Combustion Research, Department of Mechanical Engineering3 University of Colorado, Boulder, CO 80309-0427

I SUMMARY/OVERVIEW:

3 The present research is directed towards obtaining a fundamental physical under-
standing of the nature of interaction between the acoustic and mean flow in solid rocket
engines. The approach adopted is a direct numerical simulation of the unsteady flow-
field in model configurations using a higher-order compact finite difference scheme. It
is expected that the results will provide valuable insight into the nonlinear coupling of3 pressure and velocity fields, flow turning and acoustic streaming phenomena. In addition,
a methodology that will enable one to extract acoustic information from numerically sim-
ulated data is being addressed in this research. This research will enable development of
models that will accurately reflect the important fluid-dynamic phenomena that exists
during a combustion instability in solid rocket motors.

AUTHORS Shankax Mahalingam, and Siming MuI
TECHNICAL DISCUSSION

1 An imbalance in energy amplification and damping mechanisms dictates whether a
combustion-driven acoustic instability is sustained or weakened in solid propellant rocket
motors. The relative importance of these mechanisms are strongly dependent on the
oscillation mode and type of propellant. Furthermore, due to the the wave-structure of
the acoustic field, its phase relative to processes contributing to amplification/damping is

extremely critical to the outcome of the interaction. The focus of this research is on the
mechanisms of energy exchange between the mean and acoustic flow and amongst various
modes of the acoustic flow. A fundamental understanding of these processes is essential in

9
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ultimately obtaining a global understanding of the overall problem of combustion-driven

acoustic instability.
Our approach is to perform direct numerical simulations of several model configura-

tions. These have been carefully chosen to complement Wang and Kassoy's (1991 a,b)
analytical results and Baum and Levine's (1987) and Vuillot and Avalon's (1991) nu-

merical simulations. Simulation results from these model configurations will enable us

to isolate different physical phenomena and thus evaluate cause and effect relationships.
These problems are briefly described below:

1. Acoustic traveling wave-shear flow interaction in a 2D duct. Initially an I
acoustic disturbance with constant amplitude across the cross-section is imposed
over a steady parallel flow in a duct. Simulation results will be compared to Wang 3
and Kassoy's (1991a), Baum and Levine (1987) and Vuillot and Avalon's (1991)

results. An interesting feature of this problem is that a non-uniform amplitude

function in the transverse direction can lead to the development of oblique waves
even in the absence of a mean shear flow.

2. Acoustic standing wave-shear flow interaction in a 2D duct. This is the I
long-time counterpart of the first problem. The new physics that is introduced
is wave reflections from the downstream boundary. Refraction and longitudinal 3
waveform deformations predicted by Wang and Kassoy (1991b) will be studied.

Each of the above problems will also include prescribed mass injection through the side 3
walls in order to simulate the intoduction of a large mass flow rate due to propellant

burning in real rocket motors. A schematic representation of this process is shown in

Figure 1. I
An important objective of this research is the identification of acoustic mode forms

from the results of direct numerical simulation. This task requires a synthesis of analytical

and numerical approaches and will be accomplished through close collaboration with

Kassoy's group.
A unique feature of the present research is the use of higher-order accurate finite dif-

ferencing schemes coupled with an accurate treatment of boundary conditions. These are
essential requirements for the study of acoustic phenomena in which both the amplitude

and phase of acoustic signals have to captured accurately. The spatial differencing scheme
is based on Pade approximations summarized by Lele (1989). The resulting matrices are
tridiagonal for the schemes implemented These yield spectral-like accuracy which means n
they can accurately capture a greater range of length scales as compared to conventional
second- or fourth-order accurate central differencing schemes. This is apparent from a

plot of modified wavenumber versus actual wavenumber as depicted in Figure 2. It is
clear that for the same grid size, the sixth-order (in the interior) accurate scheme imple-

mented in this research is superior in resolving smaller scales. The boundary conditions I

I
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3 are treated precisely using the characteristic-based conditions developed for the Navier

Stokes equations by Poinsot and Lele (1989). These have been used extensively for direct
simulation of compressible and reacting flows at the NASA Ames/Stanford Center for
Turbulence Research and have proven to be accurate and robust.

To date, we have tested the numerical scheme and boundary conditions on two test3 problems: steady one-dimensional shock wave (using 60 evenly-spaced grid points), and
ignition of a premixed fuel-oxidizer mixture (using 121 x 121 uniformly spaced grid),
using a code developed by Markus Baum and Thierry Poinsot. The primary objective
was to ensure that the boundary conditions were treated correctly. Currently the code has
been modified to model steady flow in a duct. We plan on imposing acoustic perturbation3 of constant amplitude across the transverse section and study the traveling wave problem,
initially in the absence of injected mass flow through the wall.
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Figure 1. Schematic representation of computational domain used in the simulation.
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U FLAME DRIVING AND FLOW TURNING LOSSES IN SOLID ROCKETS

3 (AFOSR Grant/Contract No. 9 1-0160)

Principle Investigators: B. T. Zinn and B. R. Daniel

School of Aerospace Engineering
I Georgia Institute of Technology

Atlanta, GA 30332

Summary/Overview:

3 The goal of this research program is to investigate the driving and damping of axial
instabilities in solid propellant rocket motors due to gas phase solid propellant combustion and
flow turning. This program began with an investigation of the responses of premixed and
diffusion flames, stabilized on the side wall of a duct, to an imposed axial acoustic field. The
current phase of this study is concerned with developing a greater understanding of the processes
that control the flow turning loss and the role that this loss plays in damping combustion
instabilities in solid rocket motors. In the first phase of the flow turning investigation, cold flow
studies were conducted to determine the behavior of the flow turning loss in a constant
temperature flow field. The current phase consists of theoretical and experimental. studies of the
effects of non-uniform temperature and density distributions in the combustion zone upon the
flow turning loss. First, an acoustic stability equation that is applicable to flows with mean
temperature gradients was developed to guide the experimental study. Next, the effect of mass
injection through a wall mounted burner upon an imposed axial acoustic field was studied
experimentally. The latter included measurements of the mean and acoustic velocities, acoustic3pressures and the mean density distribution throughout a control volume in the region above the
burner where flow turning occurred using LDV, piezoelectric transducers and Rayleigh scattering,
respectively. The measured data were then used to evaluate the terms of the developed acoustic
stability equation. These results indicate that while the stability equation for flows with
temperature gradients differs significantly from the corresponding equation for cold flows, the
behavior of the flow turning loss term is essentially unchanged by the presence of temperature
gradients in the flow turning region.

3 Technical Discussion:

The occurrence of combustion instabilities is determined by the relative magnitudes of the
driving and damping mechanisms within the combustor that add and remove energy from the
oscillations, respectively. In order to eliminate or reduce the severity of acoustic oscillations
resulting from combustion instabilities in solid rocket motors, the mechanisms by which energy is
added to and removed from these oscillations must be identified and understood. It is generally
accepted that the response of the combustion process of the solid propellant to the presence of
acoustic oscillations provides the energy necessary to initiate and maintain instabilities in rocket

5 -101-



U

motors. Other factors, such as nozzle damping, viscous dissipation and flow turning, tend to 3
remove energy from the oscillations and, thus, stabilize the system. In previous phases of this
program, the mechanisms by which premixed and diffusion flames, which are present in the gas
phase of the propellant flame, contribute to the driving of axial acoustic instabilities were
investigated. The current program is concerned with the development of an understanding of the
flow turning loss mechanism that is included in state of the art solid rocket stability prediction 3
programs.

A theoretical investigation of the flow turning loss, based upon an acoustic energy
conservation approach, was initiated during the previous reporting period in an effort to develop a
practical method for its experimental investigation. This study confirmed that the classical flow
turning loss term is indeed a part of the one dimensional acoustic stability equation, as originally
predicted by CulickI. The analysis also confirmed Van Moorhem's2 conclusion that the flow 3
turning loss term is a result of the cross-sectional averaging that is involved in deriving the one
dimensional conservation equations and, therefore, need not be included to a multidimensional
rocket stability analysis. An experimental investigation of the behavior of the flow turning loss I
under cold flow conditions was then performed. For each set of test conditions, the mean and
acoustic velocities as well as the acoustic pressures were measured throughout a control volume
in the region where the flow turning loss was expected to occur. The measured data were used to I
evaluate the terms of the developed acoustic stability equation. Experiments were performed to
determine the effects of the frequency and amplitude of the oscillation, the magnitudes of the
injection and core flow Mach numbers, and the location of the flow turning relative to the I
standing axial acoustic wave upon the magnitude of the flow turning loss in the investigated
control volume. The measured flow turning losses were found to be in agreement with the
developed model and Culick's predictions.

The following -efforts investigated the effects of temperature and density gradients in the
flow turning region upon the flow turning loss and the overall acoustic stability of an "acoustic"
cavity. The acoustic stability equation that describes this case is given by:

=[(puI+2 t2 )]L + Ll~(f4 ( flP!Uý((.)+jE (o)yt I

1L P , 2

H I

where a is the growth rate constant. The contribution of the flow turning loss term to the growth
rate constant of the oscillations is given by:3

1Culick, F. E. C., "The Stability of One Dimensional Motions in a Rocket Motor," Combustion Science and
Technology, V/ol. 7, 1973.
2Van Moorhem, W. K., "Theoretical Basis of the Flow Turning Effect in Combustion Stability," Final Report,

AFOSR Grant No. 78-3654, March 1980. 5
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These theoretical results were used to correlate data measured in hot flow experiments where
large temperature gradients were present in the flow turning region.

* The experimental study was conducted in the setup shown schematically in Fig. 1. It was
I 3 designed to simulate flow phenomena near the burning surface of a solid propellant in a rocket

motor experiencing an axial acoustic instability. It consists of a 2.5 meter long, 3.75 x 7.5 cm2

* duct with a burner mounted on the bottom wall. The utilized multi-diffusion flame burner
* (MDFB) produced a flame consisting of an array of small diffusion flamelets that simulated gas

phase solid propellant flames. The MDFB consists of a matrix of hypodermic tubes that supply
oxidizer flow, simulating the flow of combustion products from burning ammonium perchlorate
particles, while the fuel is supplied through the spaces between the tubes, which simulates the
flow of pyrolysis products from the fuel binder. Two acoustic drivers mounted on opposing duct
walls just upstream of the exit plane are used to excite a standing acoustic wave in the duct that
simulates an axial instability in a rocket motor. An axial core flow is injected at the upstream end
of the duct through a movable porous plate injector. The location of the MDFB relative to the
standing acoustic wave can be varied by translation of the axial flow injector. Quartz windows in
the side walls adjacent to the burner allow for laser Doppler velocimetry and Rayleigh scattering
temperature and density measurements.

The behavior of the flow turning loss under cold flow condition and with a flame at the
burner surface was investigated. For each set of test conditions, the mean and acoustic velocities,

the acoustic pressures and the mean density distribution were mapped in a control volume that
enclosed the flow turning region. The measured data was then used to evaluate the terms of the
developed acoustic stability equation. The dependence of the flow turning loss in the investigated
region upon the injection and core velocities and the location of the flow turning region (i.e.,
burner) relative to the standing axial acoustic wave were investigated. The dependence of a,,
upon the burner flow rate and the location of the burner relative to the standing pressure wave inI hot and cold flow is described in Figs. 2 and 3. While the behavior of a. in the hot and cold
flow experiments is qualitatively similar, the magnitude of the loss is generally higher in the cold
experiments. This is believed to be due to the fact that for a given burner flow rate the steady
flow velocity at the burner surface is higher. Consequently, a higher degree of turning is attained
within the investigated control volume in the cold flow studies than in the hot flow investigations,
resulting in a higher flow turning loss in the cold flow experiments. The similarity in the trends
exhibited by flow turning losses measured in the cold and hot flow experiments also indicate that
while the stability equations that describe these experiments differ significantly, the behavior of the
flow turning loss term does not seem to be affected by the presence of temperature gradients in
the flow turning region.

In summary, this study shows that the flow turning loss needs to be included only in
-- analyses of axial instabilities in solid propellant rocket motors. Furthermore, an evaluation of the3- magnitudes of the various terms that appear in the rocket stability equation suggests that the

terms that are independent of the mean flow Mach numbers are generally an order of magnitude
larger than terms that are proportional to the mean flow Mach number.
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I Combustion and Plume Studies

D. H. Campbell, I. Wysong, G. L. Vaghjiani, Angelo Alfano, and D. P. Weaver
Phillips Laboratory, OLAC PL/RKFA

Rocket Propulsion Directorate
9 Antares Road

Edwards AFB, Ca. 93524-7660

3 SUMMARY/OVERVIEW:

In this program, research is performed in the areas of rocket exhaust
plume physics and rocket propellant combustion. Both experimental
measurements and theoretical computational investigations are carded out.
Laser diagnostic techniques are used in both areas to map the properties, such
as temperature and density, of gases in various combusting and non-combusting
environments. Chemical kinetic measurements are also carded out to determine
the specific reaction pathways and kinetic rates for specific reactions of interest.
Results of these investigations are used to help in the design of future rocket
propellants and to further our understanding of the chemical and collisional
processes in rocket exhaust piLmes that give rise to emissions in the infrared,
visible and ultraviolet spectral regions so that better predictions of these
emissions can be used in designing SDI detector systems. Typical results
obtained in several of the research areas are detailed below.

3 TECHNICAL DISCUSSION:

Both theoretical and experimental studies have been carried out,
during the last year, to investigate the characteristics of the flowfield structure in
rapidly expanding high altitude plumes. The Direct Simulation Monte Carlo
(DSMC) computational method has been used to investigate the interaction of
the plume expansion with a hypersonic atmospheric freestream at altitudes in the
90-150 km range. Traditional scaling laws based on the plume Knudsen number
or other distance scP'es in plume-freestream interactions in the transitional flow
regime (densities at .,nich the flow is between the continuum regime and the free
molecular regime) have been shown to have limited ability to predict the spatial
distribution of density and temperature in these flows. Significant non-equilibrium
between the plume and freestream gas components of these flows has also been
found. These results indicate that detailed modeling of the type used in these
studies will be necessary for accurate prediction of the structure of these flows.

I Experimental studies were continued during the last year in order to test
and verify DSMC flow field predictions. Laser-induced fluorescence (LIF) of nitric
oxide has been developed as a diagnostic technique. LIF measurements, after
being properly corrected for quenching effects and rotational partition function,
yield number density and rotational temperature at a given point in the flow field
and have excellent sensitivity (1012 cm-3 ) and spatial resolution. Results for the
temperature and number density along the symmetry axis of a vacuum plume
expansion show good agreement with predicted values. Attempts to measure the

I
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rarefied, high-angle region of the flow field were frustrated by background gas 3
interference due to limited pumping capacity for the LIF-NO measurements.
Therefore, a pulsed jet orifice was installed and used as a nozzle source.
Results from the high-angle region of the pulsed jet flow field show good 3
agreement with calculations. Experimental studies on argon and nitrogen
expansions using the electron beam fluorescence technique have also been
continued. Comparisons of this experimental data with our direct simulation
model have been performed and, again, results have been extremely good. As a
result of these encouraging comparisons, work has proceeded on modification of
the energy exchange models used in the DSMC collisional analysis.
Experimental/analytical comparisons of rotational relaxation in low temperature
expansions will be presented and key modeling issues discussed (Figure 1).
Initial work on changes in vibrational relaxation modeling and approaches for
effective chemical modeling have been started and initial results will be
presented.

A key element in the understanding of the influence of nonequilibriumm
processes on flow phenomena is an experimentally verified analytical tool of
sufficient capability to allow assessment of the interrelated influences of
translational, rotational, vibrational, and electronic nonequilibriums as well as the I
influence of chemistry on the fluid flow properties of concern. Current
monoprocessor code development is well below the computational capability
required for such analysis, and as a result, an effort has been started to develop I
a multiprocessor based approach to direct simulation modeling that will
significantly increase our computational power. Initial results from a parallel
processing DSMC effort will be presented and implications regarding U
nonequilibrium flow prediction will be discussed.

Construction of a second-generation, higher flux atomic oxygen source N
flow was completed. This new continuous source is housed in a cryogenically-
pumped cell that can provide a flow field simulation of the plume/freestream
interaction. Initial work with the new source has demonstrated at least an order of
magnitude increase in oxygen flux and a much reduced energy spread. A new
resonance charge exchange approach for neutralizing atomic oxygen was
evaluated and much higher flux levels were obtained from the new source than
originally anticipated. Several new ceramic ring jet sources were tried and the
resulting best design determined. Summary results will be presented.

Construction of a discharge-flow/flash-photolysis apparatus to study I
elementary gas phase reactions important in the oxidation of hydrazine was
completed. The apparatus has a high detection sensitivity for OH, H and 0
radicals whose chemistry with hydrazine propellants will be investigated in this
work. Specific work completed this year includes the measurement of the relative
ultraviolet absorption cross sections at 298 K in the wavelength range from 200
to 285 nm . The absolute UV cross section of hydrazine vapor at 253.65 nm was I
determined. Further, the quantum yield of H(2S) production during 248 and 222
nm photodissociation has been measured. This was found for 248 nm photolysis
of N2H4 to be 0.82, +/- 0.10. Kinetics studies also have been performed for the

I
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U rate coefficient, ki = 1.48x1 0- 1 3 cm3 molec-1 s-1 for the reaction H + N2H4 ,)
products (Figure 2).

I The necessity to understand the critical energy release mechanisms of
high energy density propellants has created a need for an experimental capability
to accomplish the simultaneous objectives: detection of molecular/ radical
intermediates and stable products during combustion/pyrolysis; conservation of
sample size due to limited availability of candidate propellant molecules; and
inclusion of a general diagnostic to complement optical techniques. This need
has resulted in the construction of a new facility to heat these reactive species to
over 1000 K in a few microseconds and to determine the pyrolysis and
combustion products. A C02 laser has been obtained along with gas
chromatographic and mass spectrometric diagnostic equipment to obtain this
information. A conventional flow reactor with controlled temperatures in excess
of 1000 C has also been constructed. The calibration of this apparatus using the
well known pyrolysis mechanism and kinetics of propane as a standard is nearly
complete. Strained ring hydrocarbon molecules, quadricyclane and triangulanes,
will be studied initially to determine their mechanisms of thermal decomposition
and combustion. These molecules are currently being evaluated as performance
boosting additives for RP-1 fuel. Early results of decomposition studies on
quadricyclanes will be presented.

I
I
I
I
I
I
I
I
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Figure 1. Comparison of centerline rotational temperatures for
NO pulsed valve vacuum expansion.
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3 LASER FLUORESCENCE DIAGNOSTICS FOR ARC.JET THRUSTERS

AFOSR Grant No. AFOSR-91-0200

Principal Investigator: Dennis KeeferI
The University of Tennessee Space Institute

B. H. Goethert Parkway
Tullahoma, Tennessee 37388-8897

I
U SUMMARY/OVERVIEW:

A multiplexed laser induced fluorescence (LIF) method is being used to provide
accurate measurements of velocity and temperature in the exhaust flow of small arcjets.
The narrow linewidth of a single frequency stabilized ring dye laser is used to measure
the velocity distribution function of an excited state in the flow which then determines

I the velocity and temperature. The laser beam is divided, then each beam is modulated
at a different chopper frequency and recombined at an angle to provide a point measure-
ment of two vector components of the flow velocity. The flowfield measurements will be
compared with the UTSI arcjet code predictions to determine the validity of the physical
models used to describe the nonequilibrium processes in the arcjet constrictor and
nozzle. Detailed flowfield measurements were obtained in a water-cooled argon arcjet.3 Similar measurements are now being made using the 1 kW NASA arcjet operating with a
simulated ammonia propellant.

I TECHNICAL DISCUSSION

A multiplexed LIF diagnostic method was developed to provide accurate measure-
ments of the velocity distribution function of an excited atomic state in an arcjet exhaust
plume. Point measurements of two velocity components are obtained simultaneously

I using a multiplex method. The beam from a frequency stabilized (Coherent 699-21) dye
laser is split into two parallel beams, each of which is modulated at a different chopper
frequency. The modulated beams are crossed using a lens to provide a measurement
volume which samples two vector components of the velocity distribution function
simultaneously. An absolute frequency reference is determined at the same time using
the optogalvanic effect from the same atomic transition in a hollow cathode lamp. TheI narrow linewidth of the laser (approx. 500 kHz) provides an ultimate precision of
approximately 1 m/s.

Extensive flowfield measurements were made in the exhaust flow of a smallwater-cooled arcjet operated with argon propellant to demonstrate the measurement
technique [1]. However, the argon arcjet would not operate in a consistent steady state,
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and the measurement technique is now being applied to the 1 kW NASA arcjet operat-
ing with a simulated ammonia propellant. High resolution emission spectra have also
been recorded for the ammonia arcjet to determine the chemical species present in the
exhaust flow and provide an independent estimate of the temperature. The estimated
temperatures obtained from the emission spectra are shown as a function of axial
position in Figure 1. Temperature estimates were obtained from the rotational spectrum
of NH, the Doppler broadened line profile of H. and the excitation temperature of the
hydrogen Balmer series obtained from line-of-sight integrated spectra.

We have just begun the LIF measurements on the ammonia arcjet. The LIF
signal obtained from the H. transition is considerably weaker than the transition used in
the argon measurements, and we are currently using a single beam, single component
measurement on the ammonia arcjet to improve the signal level. A measurement of the
intensity distribution and the radial velocity as a function of radial position is shown in
Figure 2. At our present laser power the H. transition is saturated, and the optical
system is being modified to decrease the intensity in the measurement volume and
increase the f/number of the detector optics. This should provide a sufficient increase in
signal level to use the two beam multiplexing needed for vector measurements.

3 1
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I
The UTSI code [2], developed under the sponsorship of NASA/LeRC, has now

been modified to include finite rate chemistry, species diffusion and separate energy
equations for the electrons and heavy particles. Currently, the code uses only hydrogen3 for the propellant and has four species: molecular hydrogen, atomic hydrogen, positive
hydrogen ions and electrons. There are several possible choices for the two energy
equations used to determine the electron and heavy particle temperatures. We chose to
Suse the electron energy equation and a separate equation for the static energy of the
mixture of electrons and heavy species since, at least formally, the energy balance for themixture is the same for equilibrium and nonequilibrium flows.

Chemical rate coefficients with one exception were taken from the work of McCay
[3]. This exception is the rate of ionization of H atom by electrons which was calculated
from ionization cross-section data. Ionization may occur by a two-step process where an
electron first excites an H atom and this excited atom is then ionized by a collision with
a second electron. This second process will be fast compared to the first because of the
relatively small energy required to ionize an excited atom. To implement this effect
without introducing a new species (excited H), the threshold energy for the ionization
cross section was taken to be the excitation potential (10.2 eV) rather than the ionization
potential (13.5 eV).

This new code has been applied only to the 10 kW NASA arcjet for one experi-
mental condition. Significant differences are found between the old (equilibrium)
version of the code and the new (nonequilibrium) code. An example is shown in Figure
3 where the electron and heavy particle temperatures are plotted as a function of radius
at the exit plane. The equilibrium solution is also plotted for comparison. The center-
line temperature predicted by the equilibrium code is a factor of two larger than the
temperatures predicted by the nonequilibrium code. These large differences illustrate
the need for detailed measurements to validate the physical models used in the codes.
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Fig. 3. Equilibrium and nonequilibrium code predictions of
temperatures at the exit plane.I
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I
The UTSI equilibrium code has also been used in an attempt to understand the 3

large difference in thrust, specific impulse and efficiency observed in experiments with 10
kW hydrogen arcjets having water cooled and radiation cooled anodes. The experimen-
tal data and temperature boundary conditions used for these comparisons were supplied U
to us by Bernd Glocker of The Institut fur Rahmfahrtsysteme (IRS) at the University of
Stuttgart. Convergence of the code was readily obtained for the arcjet that used a
radiation cooled anode, but simulation of the watercooled anode did not attain the same I
level of convergence. Performance predictions for both cases are shown in Table 1
together with the experimentally measured values. The code overpredicts the perfor-
mance parameters for the hot anode by 7 to 9 percent, but the difference is much larger U
(29 to 73 percent) for the cold anode. Some overprediction of performance is expected
with the equilibrium code since frozen flow losses are neglected. However, the large
discrepancy in the cold anode case may be due to the use of incorrect electrical and I
thermal conductivities based on LTE assumptions, especially in the colder flow near the
anode surface, and the difficulty in obtaining convergence levels comparable to the hot
anode simulation. Detailed flowfield measurements will help to determine which models I
for the transport properties must be modified to improve the predictions in the cold
anode simulations. T

TABLE 1

Radiation Cooled Thruster Water Cooled Thruster I
(MARC thruster) (TT17 thruster)

_Numerical Experimental Numerical Experimental

Thrust (N) 0.924 0.866 0.8095 0.626

Isp (sec) 943.3 882.8 826.0 638.2 3
Efficiency (%) 45.12 41.42 32.02 18.52 i
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I FUNDAMENTAL STUDIES OF THE ELECTRODE REGIONS

IN ARCJET THRUSTERS

(AFOSR Contract No. F49620-92-0449)

I Principal Investigator: M.A. Cappelli
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SUMMARY/OVERVIEW

I The primary objective of this research program is to provide a more fundamental interpretation of the
processes that occur in the vicinity of hydrogen arcjet thruster electrodes. Our present research program is an
extension of our past efforts in the development of optical-based arcjet thruster diagnostics. We employ laser-
induced fluorescence, optical emission spectroscopy, and absorption spectroscopy, to measure flowfield properties
such as temperature and velocity, and to characterize nonequilibrium behavior in arcjet flows. Together with
physical models of arc attachment, these measurements help us to understand the fundamental behavior of the
near-electrode regions in these devices, and assist in identifying the necessary physics to be included in more
elaborate models of overall arcjet thruster performance.

I TECHNICAL DISCUSSION

There is an increasing need to better understand the internal plasmadynamic flowfield characteristics of
arciet thrusters. As demands are made for higher arcjet operating powers (3-30 kW) or higher thrust efficiencies
at low powers (1-3 kW), it is recognized that there is a need for a more fundamental understanding of the physics
which limits arcjet performance and the scaling of these devices to higher thrust levels. Such an understanding
must come from a combination of experiments and theory, and will lead to the development of arcjet performance
models that will assist in overall arcjet thruster designs.

The predictive capabilities of many existing arcjet models are limited by the simplified treatment of the
regions in the vicinity of cathodes and anodes -3. These near-electrode regions control the mode of arc
attachment ("diffuse" or "constricted"), and, in the case of arc attachment at the anode, may be the performance-

limiting factor in high power operation. Little attention has been paid, in the past, to the physics associated with
arc attachment at the electrodes. Recently, in various models, we have addressed issues relating to: (i) the
sustaining of the plasma in the electrical boundary layer in the vicinity of anodes and cathodes, in particular, the
role of ionization non-equilibrium and how it is influenced by the flowfield4 , (ii) the non-thermal equilibrium
nature of this boundary layer and the properties that distinguish between a "diffuse" mode of arc attachment
(resulting from a positive electrical boundary layer impedance) and a "constricted" mode of arc attachment
(negative impedance)5 , and (iii) the role that is played by the electrical sheath in establishing a current balance at
the electrode surface 6 . In this last study, we have found that the structure of this near-electrode region is strongly
influenced by the emissive behavior of the cathode or adsorptive behavior of the anode. The emissive behavior of
the cathode is strongly related to its temperature, which is determined by a heat balance and the heat flux from the
plasma, which in turn is controlled to a great extent by the structure of the electrical boundary layer. It is obvious
that the electrical "boundary condition" at the cathode is coupled to the nearby plasma in a complex non-linear
fashion.

In previous related programs 7 , we have developed and applied laser-induced fluorescence 8 , emission9 , and
vacuum ultraviolet absorption diagnostics9 to the characterization of low power hydrogen arcjet plumes. The
measured flowfield properties (temperature, velocity, atomic hydrogen number densities) compare favorably to
the predictions made on the basis of a resistive MHD code1 developed by Olin-Rocket Research Company. We
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have presented a detailed comparison of code predictions to experimental results in Reference 2. Despite the good
agreement between predicted and measured center-line axial velocity over a range of specific powers (see Figure
1), there is considerable disagreement between the predicted and measured temperature above a power level of
about 1 kW. This disagreement implies that the model is likely to overpredict thrust efficiency at the higher
power levels.

Our aim in the present program, is to extend these diagnostics to study the internal features of these devices.
Our emphasis is on the measurement of plasma properties in the vicinity of the cathode and anode, and the
development of an understanding of the structure of these near-electrode regions by a combination of experiment
and model development. Our efforts in the first phase of this work has been focused on three activities: (i) the use
of optical emission spectroscopy to measure plasma properties in the vicinity of the cathode/constrictor, as well as
the cathode temperature (ii), the extension of our LIF diagnostics to higher pressure (I < p _< 50 Torr) so as to
interrogate further upstream into the expansion nozzle, and (iii) the development of a self-consistent model of the
near-electrode region and arc attachment. A brief description of the results of these activities is described in the 1
sections below.

(i) Measurements of Near-Cathode Plasma Properties and Cathode Temperature

During the past seven months, we have used the numerical simulations of hydrogen arcjet thruster flows
presented in Reference 1 and 2 to numerically calculate the spectral radiance that would be observed along the
axial direction. We anticipate that the region near the cathode will be the most luminous, in which case, the
measured spectral radiance will be biased to reflect the local spectral emission of the plasma at this location.
Along the arcjet centerline, in the vicinity of the cathode and constrictor, the plasma is highly dissociated, and we
consider emission attributed to atomic hydrogen only.

The numerical calculations of spectral radiance consist of an integration of the radiative transfer equation
along the centerline of the arcjet from the cathode tip to the exit plane and beyond into the plume of the plasma. U
For the calculations presented here, we consider bound-bound transitions only. The spectral emission and
absorption coefficients are expressed in terms of the excited state number densities and spectral lineshape for each
transition. The lineshape accounts for both Stark and Doppler broadening as well as Doppler shifts. The number I
densities are calculated from a ten-level collisional-radiative model including the ion, the ground state atom and
eight excited states. The plasma is taken to be optically thin for all transitions other than those of the Lyman
series (which terminate on the ground state) which are assumed to be fully trapped. In calculating collisional
excitation and de-excitation rates, the free electrons are assumed to have a Maxwellian velocity distribution. We
include departures from LTE driven by convective transport of electrons, ions, and ground state neutral atomic
hydrogen. In order to solve the system of equations representing the time rate of change in excited state number
densities, plasma properties such as pressure, electron and atom kinetic temperres, dissociation fraction, and
axial velocity, were entered into the calculations from the M]HD model predictions2 .

A sample of the results of these calculations is shown in Figure 2. Here the spectral intensity of the Ha
transition has been integrated from the cathode (x = 0) to the arcjet exit plane, xe, and to three intermediate
positions for comparison. The figure shows that the largest contribution to the emission comes from the inner ten
percent of the arcjet, that is, from within the cathode and constrictor region. The extent of reabsorption by the
cooler expansion flow is seen to be about 20 percent at line center. The effect of the Doppler shift is seen as an
asymmetry that is most pronounced at x = 0.5 xe. It is apparent that there is little change in the spectrum as the
radiation passes through the arcjet plume. Thus, axial line-of-sight emission measurements are expected to yield
lineshapes similar to those at the arcjet exit plane. It is also apparent that the axial emission spectrum reflects
structure that originates primarily near the region of the cathode.

The spectrum calculations extend over a region that includes the most intense of Balmer series transitions. 1
An example of the calculated spectral radiance between 300 and 700 nm is shown in Figure 3. Recombination
radiation is not included in the spectrum shown. The broad background radiation in the figure is the contribution
from the gray body emission of the cathode, which is made of tungsten (emissivity = 0.34), and taken to be at its
melting point of 3400 K. Evidently, the simulations indicate the in the 500 - 650 nm range, the cathode emission
is comparable in strength to that of the Hp transitions, suggesting that this would be a possible window in which
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3 in-situ cathode temperature measurements can be made. Axial emission measurements from a 1 kW class

radiatively-cooled laboratory-type arcjet thruster are in progress.

3 (ii) LIF Diagnostics

In past research 7 "9 , we have demonstrated the usefulness of LIF spectroscopy (Ha resonance fluorescence)
to the characterization of hydrogen arcjet thruster plumes. The pressures downstream of the exit plane where
previous measurements have been made are estimated to be about 1 Tort and less. In future studies, we plan to
extend these measurements to higher pressure regions within the expansion nozzle. At higher pressures, the
plasma becomes more luminous, and the intense background may signal may lead to detector saturation. As a
preliminary study, we extended these measurements to exit plane pressures of about 30 Torr, and still find that we
can maintain reasonable signal to background intensity ratios. We shall describe the outcome of these preliminary
exit-plane high pressure studies, and the prospects of moving upstream into the nozzle, where fluorescence is
collected through holes machined in a specially fabricated anode nozzle.

3 (ii) Modeling the Near-Electrode Region

In previous work4 ,5 , we have investigated the effects of fluid flow and thermal boundary layers on the
structure of a plasma adjacent an anode or cathode. In these studies, we have paid particular attention to
understanding conditions necessary to maintain a diffuse anode arc attachment. Since maintaining a diffuse arc
attachment is critical to the operation of low power arcjet thrusters, increasing our understanding of this
phenomenon will directly impact the optimization of arcjet thruster behavior. We have extended this model to
include the formation of a sheath. Figure 4 illustrates the plasma sheath structure for an atmospheric pressure,
LTE argon plasma at 6000 K flowing against an electrically floating surface (J = 0). The free stream velocity for
this case shown is 500 cm/s. Also included in the figure is the quasi-neutral solution. We see that there is a
significant departure from the quasi-neutral approximation very near the electrode. We also note however, that
the dependence of our solution on the plasma sheath is largely governed by our choice of electron recombination
rates at the electrode surface. A full analysis of this dependence is in progress, and the variation in sheath3 structure as current is drawn to or from the electrode will be presented.
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Performance Effects of Interaction Between a Low-Power Arcjet3 and its Power Processing Unit
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Edwards AFB, ICA 93524

S SUMMARY

* The effects of a high-frequency switching power processing unit (PPU) on the operating
characteristics of a 1 kW class arcjet are being investigated. The combination of a low-power
thruster and switching PPU is expected to play a significant role in near-Earth missions in coming
years; a detailed understanding of the how these two components interact is of considerable
interest to satellite system designers. Results indicate that energy deposited in atomic excited
states (frozen flow losses) is modulated by the current ripple induced by the power processing
unit. However, the exhaust propellant momentum flux is found to remain essentially constant
throughout the PPU switching cycle.

I TECHNICAL DISCUSSION

High frequency switching power supplies have several characteristics that make them
highly desirable for space applications including light weight and demonstrated efficiency of
greater than 90%. The effect of PPU switching operation is apparent in the arcjet current profile,

I which exhibits a sawtooth-shaped current.profile at the PPU switching frequency. A typical plot
of arcjet voltage, current and power is shown in figure 1. Current ripple is observed to be about
17% while overall power fluctuates at about 14%. This current ripple results in a fluctuation in
the energy dissipation inside of the arcjet. The arcjet used in this study is operating on hydrogen
propellant and the PPU switching frequency is 16.6 kHz.

This work looks into how the continuously varying energy dissipation inside the arcjet
thruster affects overall performance. The first task was to investigate if the current ripple resulted
in any optical emission variation from the plume. To investigate the optical fluctuations a 1-m
scanning spectrometer is used to collect light in the axial direction while a photomultiplier tube in
conjunction with narrowband interference filters were used to look at particular transition lines in
the radial direction, see figure 2. Figure 3 shows a typical plot of Balmer a emission, measured
radially just downstream of the nozzle exit plane. The emission ripple is roughly in phase with the
current, and shows a peak-to-peak fluctuation of 33%. The presence of this emission ripple
indicates a modulation of excited state density (one type of frozen flow loss) by the PPU
switching. Note that in these experiments, the recording of emission waveforms are phase-locked
with the power supply switching cycle. Unfortunately, it is still unclear how the current ripple
affects other more important types of frozen flow losses, i.e.- dissociation and ionization.
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I
Next, the emission ripple as a function of axial distance downstream was analyzed. Figure 1

4 shows a sequence of Balmer a emission plots taken in the radial direction at a series of axial
locations. The curves have been normalized and shifted up in ascending order to emphasize the
phase relationship; note that the phase is retarded from one station to the next. This retardation
indicates that a disturbance or modulation of the excited-state density (for the hydrogen Balmer a
line, the density of the n=3 atomic level) convects at a finite rate. By measuring the rate of
propagation for the modulation over a given distance, the plume convection velocity can be
determined. Measurements out to a distance of 5 cm downstream of the nozzle exit indicated a
very linear relationship between modulation distance downstream and ti:.ne for convection; an
overall velocity of 4.0 km/sec was measured. This speed seems low compared to LIF measured
centerline values of 14.0 km/sec; note, however that this represents an integrated radially
averaged value that includes a large boundary layer contribution.

By measuring the axial velocity at a series of radial locations across the nozzle exit plane
and then employing the Abel inversion technique more commonly associated with spectroscopy, It
one can obtain complete radial velocity profiles of an arcjet. Figure 5 illustrates a typical profile
using this technique. Although not as accurate as a laser induced fluorescence system, the
equipment needed to implement this technique is substantially cheaper.

This effort also looked into the possibility of whether the plume momentum flux (velocity)
modulated due to the time-dependent propellant heating inside the thruster. If this effect is
significant, it should be observable as a time-varying Doppler shift in emission, where the emission
is collected up the centerline axis of the thruster nozzle. Horizontal cuts through figure 6 give the
fluctuating emission at a particular wavelength, while vertical cuts give the spectral profile at an
instant in time. The large central peak in the spectrum at all times is due to nonshifted Balmer ax
light from the arcjet core. Below this is a time varying horizontal 'ridge' which corresponds to the
Doppler shifted emission of the plume. Although plume emission varies in amplitude throughout
the switching cycle, there is no observable variation in Doppler shift and thus no observable I
fluctuation in velocity is caused by the PPU current ripple.

The measurement of plume radiation modulation due to the PPU ripple can lend insight
into the mechanism of plume emission. One current hypothesis states that arcjet plume emission
is primarily due to resonant scattering of photons emitted by the highly luminous arc plasma
within the constrictor. If this were true the whole plume would absorb the core emission and
reemit at essentially the same time. However, this work shows that there is clearly a downstream
convection taking place of the PPU induced plume modulation. A competing explanation of
plume radiation that explains this modulation is that plume emission is the result of fluctuations in
electron density emitted from the arcjet core and the emission is primarily due to electron
recombination.

To verify the hypothesis that the arcjet plume emission mechanism is primarily due to
electron recombination, the electron density and electron temperature fluctuations in the plume is
presently being measured. A triple Langmuir probe setup is being used to obtain instantaneous
measurements in the plume. It is anticipated that the results of this task with reveal a phase I
relationship between electron density fluctuations and PPU ripple.
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1 PERFORMANCE POTENTIAL OF PLASMA THRUSTERS
AFOSR Grant No. 91-0256I

Principal Investigator: Manuel Martinez-Sanchez

Massachusetts Institute of Technology
77 Massachusetts Avenue

Bldg. 37-401
Cambridge, MA 02139

The object of this investigation has been the development of reliable performance
prediction methods for arcjets and Hall thrusters. For arcjets, two very different models were
developed: (a) A simplified two-stream quasi-one D model, and (b) A very detailed 2-D model
with allowance for most physical effects of interest. Model (a) is capable of predicting Isp and
q to within ± 10% in most cases over a very broad parameter range and with a minimum of
Icomputational effort. Model (b) shows similar or better overall results, plus a wealth of
information on flow and thermal details, including predictions of detailed heat flux distributions.
For Hall (SPT) thrusters, we have developed a 1-D model which includes detailed ion
production, loss and extraction physics, electron diffusion and ion-neutral interactions. The
model yields accurate (± 10%) prediction of Isp and efficiency, including the breakdown of
losses through several measured mechanisms.

*TECHNICAL DISCUSSION

The formulation of the simplified arcjet model was presented at last year's meeting. We
have now completed this work with a series of computations in which the results were compared
to data from four different arcjets running on a variety of fuels (1H2, N2, N2H4), cooling mc.des
and other operating conditions. The model cannot predict the anode voltage loss AVA, the initial
external gas temperature or the arc attachment point. These parameters need to be provided as
inputs from previous experience or independent data, and they do affect the calculated results in
significant ways. Other secondary inputs, such a cathode-side arc temperature and radius, and
friction coefficients, have only minor influences. The calculation then proceeds from given
geometry , type of gas, flow rate and current, and yields thruster voltage, thrust, etc. Physical
trends, such as a slight decrease of voltage with current, an increased specific impulse with
higher wall temperature, etc., are well reproduced. The predicted arc width matches well with
visually determined widths, and the performance (particularly Isp) is usually better than ± 10%
accurate. Because of the uncertainty in AVA and attachment point, voltage is somewhat less
accurate, but comparisons of results to data yield guidelines for selecting these parameters,
depending on cooling and flow rate. Full results will be presented at the Meeting, and also at the
Joint Propulsion Conference (Monterrey, June 29th).

3 The detailed 2-D model formulation was also discussed last year, although refinements
have been added since. The essential improvements over other models are in the allowance for
thermal non equilibrium (Te*Tgas) and ambipolar diffusion of charge pairs. These effects are
found to be necessary for allowing prediction of the arc attachment point to the anode, something
that was not possible so far. Essentially, the elevated Te forms a conductive bridge from the arc
core to the early part of the nozzle, and, together with non-equilibrium ionization sustained by
charge pairs diffusing towards the cold wall, allows current to cross a region where Tgas is not
high enough for sustaining conduction. This is illustrated in Figs. 1 and 2 (from a paper to be
presented at the Joint Propulsion Conference:
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The code can also calcular self consistently the block anode temperatures and the feed gas
temperature in the cathode chamber. Results for thrust and voltage are very close to
experimental data over a range of currents and flows. Only H2 fuel is currently implemented,
with N2 and Argon being easy to add. Mixed N2-H 2 fuels present additional challenge.

The Hall thruster model extends and refines a similar model by Komurasaki et al (1991).
Ions are created through electron-neutral collisions and can be lost to walls through ambipolar I
diffusion. They are electrostatically accelerated from their site of birth, but can lose momentum
through ion-neutral collisions along their path. Electrons Bohm diffuse across the radial
magnetic field, and their energy balance is used to calculate TD, which then controls ionization I
rate. Neutrals accelerate (but only moderately) by collision with ions. A secondary emission
coefficient factor from the walls is included. The physically enclosed channel is extended into a
neutralizing region, where electrons are injected and the potential settles to the outside level.
Comparison of results to data of Komurasaki et al. indicate good agreement in terms of both, Isp I
and efficiency, q. Further, the separation of q7 into a utilization factor, a backstreaming
efficiency and an ion velocity nonuniformity factor is correctly predicted. Figs. 3 and 4 show
some results of one such comparison.
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Figure 3: Heavy Particle Axial Velocities
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3 TWO TEMPERATURE MODELING
OF MULTICOMPONENT ARCJETSg WITH EXPERIMENTAL VALIDATION

AFOSR Grant No. F49620-92-J-0448

3 Principle Investigators: Herman Krier and Rodney Burton

Department of Mech. & Ind. Engineering;, Department of Aero. & Astro. Engineering
University of Illinois at Urbana-Champaign (UIUC)

I
U SUMMARY/OVERVIEW:

Although the basic concepts for an arcjet plasma thruster are well known, i.e., the transfer of
electrical energy to propellant thermal energy through the use of an electric discharge in a
constrictor region with further conversion to kinetic energy in a supersonic nozzle, what is not
known is the precise state of all species (electrons, ions, and neutrals). The conditions within the
flowing gas(es) of the electric discharge vary from the arc core to the wall and to the anode surfaceI in the divergent section, and it is highly unlikely that the usual assumption of local thermodynamic
equilibrium (LTE) is proper at all operating conditions.

Therefore we are developing a generalized model for the arc plasma which will treat at least two
tem (energies), for multicomponont gases with accurate sub-models for species diffusion,
thermal and electric conduction, species production (and destruction) rates, and both local and non-
local radiation. Information on distinct electron and heavy particle kinetic temperatures and non-
equilibrium species densities will help explain the limits of arcjet performance. Clearly verification
of key predicted flow states by meaningful experiments with instrumented arcjet thrusters will
provide data to explain further the physics of the arcjet plasma in a thruster mode. Our group is
actively pursuing both experimental and theoretical research on this propulsion topic.

I TECHNICAL DISCUSSION:

I Several diagnostic techniques are employed to validate the non-equilibrium plasma model of a
NASA Lewis 1 kW arcjet at the UIUC Electric Propulsion Laboratory. The arcjet is mounted in a
1.5 m3 chamber equipped with a 2500 CFM capacity vacuum system. Consistent with modeling
capabilities, variable mixtures of nitrogen, hydrogen and trace gases are supplied to the thruster
with three independent mass flow controllers. With this system, gas flow rates range from several
igngm/s to tens of mg/s. Chamber back pressures are maintained between 20 and 60 mTorr for the

llant flow rates supplied. A schematic of the arcjet may be seen in Figure 1.
e following techniques are selected to validate model assumptions and predictions. Emission

spectroscopy is utilized to measure exit plane electron density ne via Stark broadening of hydrogenI emission lines and electron temperature Te. In addition, this diagnostic technique will aid in

determining which chemical species are present in the thruster, which will help define the species
included in the model. Quadruple probe techniques are used to validate the spectroscopy
measurements and, in some cases, add to the data that are available from the spectroscopic
technique. Quadruple probes (see Figure 2) combine the use of the triple probe method for
determination of ne and species temperatures and the crossed probe technique for the determination
of ion velocity (Burton, DelMedico and Andrews, 1993). The probe can be swept through any
portion of the arcjet plume. However, initial measurements focus on the exit plane in order to
compare experimental results with predictions at the boundary of the plasma model computational
domain. Thus far, these techniques are being utilized on the NASA Lewis lkW arcjet with3 simulated hydrazine as the propellant. Future efforts may include measurements of the plasma

-124-



I
properties in the nozzle and constrictor. Anode temperature measurements made with infra-red
pyrometry and thermocouples will provide thermal boundary conditions for the model. In
addition, a magnetic field of approximately 1 Tesla will be applied to the thruster to guide anode arc I
attachment and study the effects of axial and radial magnetic field components on thruster
performance. M

The status of previous work done in the area of arcjet modeling is summarized in Table 1 and
indicates the need for a more complete model. The UIUC arcjet model is a steady state two
temperature single fluid model which includes flow swirl in a converging-diverging constrictor-
nozzle geometry matching that of the experimental thruster. The model assumes plasma radiation
to be optically thin and therefore lost to the surroundings. The model gas is a combination of
nitrogen and hydrogen written generically as NxH, with x varying from 0 to 1. All three U
components of the magnetic field are included to allow for use of an applied magnetic field for
direct comparison with experiments. Input parameters to the model are the thruster geometry,
mass flow rate, total applied current and the inlet swirl angle. I

The solution algorithm for the arcjet model is based upon the two temperature laser sustained
plasma model algorithm of Mertogul and Krier (1993). That work assumed the possibility of
kinetic nonequilibrium between the electrons and heavy species in an axisymmetric domain.
Therefore an energy equation for electron temperature Te as well as an energy equation for gas
temperature T9 are required. Since flow swirl is included, three momentum equations are
necessary. The computation of species densities is based on an algorithm including the appropriate
laws of mass action along with the multi-temperature plasma equation of state and the assumption
of quasineutrality. A magnetic induction equation based on the generalized Ohm's law including
the Hall term is used to compute the azimuthal component of the magnetic field. The axial and
radial components of the magnetic field are dominated by the geometry of the applied external field. I

The model equations are transformed from a body fitted grid in the physical plane to a
computational plane for solution allowing flexibility of thruster geometry. The equations are
solved iteratively using a finite volume method. The mass continuity and momentum equations are I
solved through the application of the PISO algorithm. A flowchart of the complete solutionalgorithm may be seen in Figure 3.

Future Issues U
Issues that are yet to be resolved include heat conduction through the anode and modeling of the

electrode sheath regions. Presently the anode surface temperature is modeled through a prescribed
temperature distribution or as an adiabatic surface.

I
I

~I

Figure 1 Diagram of 1 kW NASA Lewis arcjet thruster I
I
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Figure 2 Diagram of quadruple probe used for velocity, temperature, and electron
number density measurements in the arcjet plume.

Table 1 Summary of Arcjet Models
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A HIGH THRUST DENSITY, C60 CLUSTER, ION THRUSTER*I
V.J. Hruby**

BUSEK CO. INC.
19 Kearney Road3 Needham, MA 02194

Prepared for AFOSR Contractors' Meeting, Atlantic City, June 1993

U INTRODUCTION

3 Electrostatic thrusters require propellants with high atomic or molecular mass
and low ionization potential. A Fullerene (C60) has these and other important
attributes which make it ideally suited to replace Xenon (Xe) as the preferred ion
thruster propellant. Fullerenes are recently discovered carbon molecules that in
their atomic arrangement resemble the geodesic dome designed by Buckminster
Fuller. A C60 fullerene ion thruster has the potential to achieve unprecedented
performance. It could deliver up 30 times larger thrust density than Xe fueled
thruster while simultaneously reducing the relative losses by a factor up to 5.5. This
makes it suitable for current ion thruster missions as well as future multimegawatt3 interplanetary missions where it would function as the main thruster.

3 PROGRAM OBJECTIVES

The overall program objective was to experimentally demonstrate the feasibility of
the fullerene fueled ion thruster. To do so, several issues were addressed. Those that
were deemed critical are listed below and the results of the their investigation are
discussed in subsequent sections:

3 1. Vapor generation and control

2. Electrode poisoning (function of insulating layer on electrodes by C6 0
* deposition) and discharge voltage

3. Fragmentation of C60 upon ionization

U
3 * Performed under an SBIR Phase I Contract No. F49620-92-C-0039

S* * Dr. Steve Bates of Advanced Fuel Research Inc., a subcontractor, performed
FTIR measurements. Dr. Don Lorents of SRI International and Prof. Manuel
Martinez-Sanchez of MIT consulted in fullerene science and electrostaticpropulsion respectively.
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EXPERIMENTAL APPARATUS

The fullerene fueled ion thruster experiment is housed in our 4 ft. diameter space
chamber as depicted in Fig. 1. The experimental apparatus is contained with the
block labeled "oven" where the entire fullerene exposed flow train could be heated
up to 800*C. This flow train consisting of fullerene vaporization chamber, flow
orifice, discharge/ionization chamber plus the accelerating grids is shown in Fig. 2.
The vaporization and the discharge chamber are made of quartz. Quartz was selected
because of our initial material compatibility experiments performed in separate
apparatus. The oven and its content are mounted on a water cooled balanced scale
platform to measure the apparatus weight change rate as the fullerenes evaporate
giving a real time fullerene mass flow. 3

The fullerenes, in the form of a loose powder composed of about 80% C60 and
20% C70 were loaded into the vaporization chamber prior to the experiment,
typically up to 10 grams at a time. When heated the vapor flows through a choked I
orifice (initially made of stainless steel and subsequently of quartz) into the
ionization/discharge chamber. Fullerene ionization is achieved by electron
bombardment from a heated 2% thoriated tungsten filament cathode with 0.015 to I
0.020" diameter. Slightly diverging axial magnetic field with a 30 Gauss peak value is
provided by the heating coils of the oven. During the initial experiments gold plated
quartz screen and accelerating grids were used. These proved inadequate and were
later replaced by stainless steel and molybdenum grids. The ions or neutrals exiting
the grid are condensed on either a collector/target plate or in a condenser tube as
shown in Fig. 1. This prevents condensation of the fullerenes on the balanced beam
scale and corresponding errors in the weight change measurements. A heated
collector plate was used during some discharge and acceleration experiments to
prevent fullerene condensation and formation of highly resistive fullerite layer that
is likely to block ion beam current.

The typical electrical connections of the experiment are shown in Fig. 3. They were
slightly modified in the course of the experiments as required. Selected data were
recorded on a strip chart recorder. The balanced beam scale was locked in position
and the load cell was disabled during ionization and acceleration experiments
because the number of power connections restricted movement of the beam and
made weight change determination impossible. The oven was controlled by a I
programmable controller that could maintain any temperature ramp or hold within a
few degrees. All other power supplies were controlled manually.

RESULTS 3
The major results and accomplishments of this study are:

1) Fullerene compatibility with various metallic and dielectric materials was 3
studied. Milligram quantities of fullerenes were evaporated from stainless
steel (SST), molybdenum, alumina, boron nitride, aluminum nitride, and
quartz substrates. Substrates and residue of fullerenes were analyzed. No I
reaction has been found with any materials although some substrates were
visually stained. Quartz was selected for the experiments although

- I
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I containment of fullerene solids and vapor in SST vessels should be no
problem.

2) FTIR spectroscopy was not able to detect diffused molecular stream of
fullerene vapor but it did detect fullerene condensation coating on IR
windows and the presence of solvents coming off the fullerenes during

* heating.

3) Fullerene vapor generation and control was demonstrated. Samples of up to
9 grams were evaporated from a quartz vessel. Mass flow was measured real
time by measuring weight loss rate of the sample and verified by pre and
post test sample weight measurements. As much as 7% of the initial sample
weight remained as process residue not vaporizable at 700'C.

4) A discharge in fullerene vapor was established using 2% thoriated tung-
sten filament in a quartz chamber. The lowest discharge voltage measured
during the herein reported program was approximately 60 volts which
increased to 190 volts in steps of 30 to 40 volts each time the discharge was
re-initiated. Experiments performed after the completion of the present
program demonstrated approximately 40 volt discharge with a maximum
current of 3.4 Amps. However, upon restart the discharge again required
190 volts.

5) Graphite coating was found on the cathode as well as possible layer of
thorium carbide. Possible explanation for the high 190 volts discharge
voltage may be the continuously forming, insulating fullerite layer that

* must be converted to graphite to maintain discharge.

6) No anode coating was observed

3 7) No fullerene fragmentation occurred due to vaporization, ionization, and
acceleration as determined from samples collected in various parts of the
system with the exception of an area in the back of the cathode where the3 deposit was found tg be graphitic.

8) An ion beam of approximately 20 mA was recorded. The beam ion energy
cost was estimated to be 900 to. 1000 eVlbeam ion. Propellant utilization
assuming single ionization was estimated to be 70%.

I CONCLUSIONS

A high performance fullerene ion thruster appears feasible. Future work should
focus on the development of suitable cathode.

I
I
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5 Electrostatic Ion Propulsion Using C60 Molecules

Research Program Overview

D. Goodwin, S. Leifer, S. Srivastava, S. Trajmar,

G. Jong, W. Saunders

3 California Institute of Technology

Pasadena, CaliforniaI
I. INTRODUCTION

3 Since the discovery of a method for producing macroscopic quantities of C60 , a

flurry of activity has ensued in the scientific community. Efforts to characterize this

new allotrope of carbon and to identify applications has resulted in exciting insights

5 into its unusual properties.

Many potential applications for C60 , also known as buckminsterfullerene, have

3 been suggested. Large research programs have emerged for the study of supercon-

ducting fullerene films doped with alkali metals. Crtical temperatures as high as 42

K have been observed for Rubidium and Thallium doped C6o. Recently, researchers

3 at AT&T Bell Labs announced that intercalation of Ammonia in Sodium doped Ceo

raised the critical temperature for that superconductor 3-fold. While other potential

5 application for C6o have been investigated including use as a precursor for diamond

film growth and as a lubricant, one of the most promising potential applications is as

I a propellant for ion propulsion.

3 Ion propulsion for space flight has long sought a high mass propellant molecule or

cluster that will not fragment when ionized. Use of a heavy propellant in an electric

I
3 - 131 -

I



thruster results in higher efficiency at moderate specific impulse and allows higher

power handling capabilty and higher achievable thrusts. C6o posesses a remarkable

resilience, high mass, and low ionization potential, indicating that it could make an

excellent ion engine propellant.

Ion thrusters operating with C60 would be important for satellite station keeping,

orbit transfer, or long duration robotic exploration missions. The higher efficiency at

moderate specific impulse can result in either longer mission life or increased available

payload.

II. PROGRAM OBJECTIVES AND ACCOMPLISHMENTS

The development of an efficient, reliable ion thruster which utilizes a fullerne

propellant requires a knowledge of many of the properties of these new molecules. Our

research program is focussed on determining some of these properties and their effect

on the behavior of C60 in a plasma environment. The experiments we have undertaken

fall into three distinct categories: time-of-flight mass spectrometry, electron energy

loss spectroscopy, and discharge chamber experiments.

A. Time-Of-Flight Mass Spectrometry

We use a crossed electron beam - molecular beam geometry to create ions which

are analyzed in a time-of-flight mass spectrometer. We are able to observe both the

charge-to-mass spectrum, which displays relative intensities of all ions created in the

collision region, and the variation in ion intensity as a function of electron energy.

The latter yields the relative cross sections for ionization by electron impact. These

curves can be normalized to obtain absolute cross sections. We have obtained ion-

ization efficiency curves for the production of both C+ and C++ ions, in addition to

an exhaustive study of the cracking patterns as a function of electron energy. These

1
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data have enabled us to identify an appearance potential of 8.0 ± .2 eV for Cc. The

appearance potential has been determined by photoionization to be 7.6 eV. Ionization

by electron impact is typically a much less efficient process than by photoionization.

Hence the ionization cross section curves will rise much less rapidly than the pho-

toionization curves. This explains the slightly higher value for appearance potential

obtained in our studies. Appearance potential for other fullerene ions are also being

obtained. The cracking patterns indicate no appreciable fragmentation of C6 0 below

3 80 eV electron energy. This is certainly above the energy range of interest for ion

engine operation.

Presently, we are attempting to obtain absolute cross sections for ionization by

3 electron impact. We will then study negative fullerene ion formation.

B. Electron Energy Loss Studies

Another focus of this project has been to conduct studies of the electron energy

3 loss spectra (EELS) of gas phase C6o and C7o in the energy range of interest for electric

propulsion. These data can be used to determine total excitation cross section when

I integrated over all scattering angles. Preliminary results in this research have led

to the identification of two large features at approximately 6 eV and 28 eV, which

correspond well with the plasmon excitations observed for fullerenes in the solid state.

3 In addition, studies of the fluorescence spectrum of pure C60 were performed,

showing two luminescence features induced by electron impact in the ultraviolet.

I The region explored spanned from 180 to 500 nm. Electron energies of 20, 30, and

103 eV were used.

C. Discharge Chamber Experiments

Because of cooperative support from NASA, we have been able to construct a

i - 133-I
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discharge chamber for initial demonstration of a C60 plasma discharge. This apparatus 3
will later be modified for determination of energy cost for production of beam ions.

The discharge chamber has been operated for a maximum duration of 15 minutes 3
with CQ0 at a discharge voltage of 50 V. Initial difficulties were encountered with

severe erosion of the tungsten filament cathode. In addition, rapid heating of the

mixed fullerene sample in the effusive cell with impurities present (toluene and water) i

resulted in decomposition of the fullerene at temperatures above 1073 K. Vacuum

levels were in the 10-' Torr range during this heating. 3
III. FULLERENE PRODUCTION, EXTRACTION, AND PURIFICATION 3

We have established a facility for the production of fullerene samples. However,

prices for fullerene-containing soot have dropped substantially in the past year. For i
this reason, most of the mixed fullerene samples we use in our studies are presently

obtained by Soxhlet extraction of purchased soot. Our facility will be used for the

production of endohedral complexes of C, . 3
IV. PUBLICATIONS 3

Dr. Sandor Trajmar has submitted a paper to Physics Review Letters on the

fluorescence spectrum of C60 and CG0 ions. He also is preparing two more papers

on the EELS studies for publication. A paper on the electron impact ionization

studies is being prepared by Dr. Santosh Srivastava for Rapid Communications in I
Mass Spectroscopy. An abstract submitted by Stephanie Leifer to the Fullerenes '93

conference has also been accepted.

I
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3 FUNDAMENTALS OF ACOUSTIC INSTABILITIES IN

LIQUID-PROPELLANT ROCKETS
(AFOSR Grant No. 91-0130)

Principal Investigator : F. A. Williams

3 Department of Applied Mechanics and Engineering Sciences
University of California at San Diego

La Jolla, CA 92093-0310

Summary/ Overview

I The objective of this research is to improve understanding of the mechanisms by which flow, mixing
and combustion process are coupled to acoustic fields in liquid-propellant rocket motors. Particular
attention has been focused on effects of spatial and temporal inhomogeneities of the acoustic media
which are associated with turbulence and with two-phase flow. Appropriate statistical approaches
are provided for different types of inhomogeneities. In addition, amplification mechanisms coupled
with finite-rate chemical reactions are being analyzed by use of activation-energy asymptotics and
other asymptotic methods.

Technical Discussion

The previous year's summary described the research on rotational inviscid flow in laterally burning
solid-propellant rocket motors. This work has now been completed, and the final citation for the
publication is available [1]. The present summary concerns ongoing studies of effects of spatial and
temporal inhomogeneities on acoustic instabilities in liquid-propellant rocket motors and analyses
of acoustic amplification mechanisms with finite-rate chemistry by asymptotic methods. These
latter topics are discussed below.

5 Effects of Spatial and Temporal Inhomogeneities Produced by Turbulence and
by Two-Phase Flow

Two distinct approaches to the theory of stochastic effects in the combustion instability of liquid-
propellant rockets were developed. In one approach [2], dealing with effects of spatial inhomo-
geneities in the acoustic medium associated with two-phase flow and with turbulence, attention
is restricted to the particular class of interaction in which the characteristic time scale of turbu-
lence is asymptotically large compared with that of acoustic waves, so that the acoustic medium
is considered to be a quasistationary random medium. In addition, it is assumed that the acoustic
wavelength is long compared with any scale of inhomogeneity within the chamber, motivating a
homogenized description, in which averages of state variable becomes appropriate. On the basis of
these assumptions, the Navier-Stokes equations for two-phase flows were reduced to a nonhomo-
geneous stochastic Helmholtz equation [2]. Source terms of the equation were identified as arising
mainly from phase change, from homogeneous chemical reaction, and from spatial variations of
wave properties such as sound speed.

To handle the stochastic wave equation, the method of smooth perturbation was used and re-
sulted in a Helmholtz equation for an equivalent deterministic acoustic medium. With use made
of Green's integral theorem, the dispersion relation for transverse acoustic modes in cylindricalI1
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chambers was obtained in the form kV = kQ + ik2a + kob-k + k4c, where a, b and c are calculated
from appropriate averages of source terms. In particular, the koc term corresponds to the stochastic I
contributions arising mainly from the spatial correlations of the sound speed with the pressure re-
sponse function, and of the local Mach number with the velocity response function. Compared with
the deterministic contributions to the linear growth (or damping) rate, the stochastic contributions
are found to be of the order of (It/R)3/2 where It is the characteristic length scale for turbulence
and R is the chamber diameter, thus implying that most of the stochastic contributions comes from
the larger turbulent eddies. The stochastic effects are expected to be significant in the transition
regime in which the deterministic growth rate is close enough to zero for transition between stable
and unstable domains to occur reasonably frequently by stochastic variations of the growth rate.

In another approach [3], emphasizing influences of turbulent-induced noise, the behavior of high-
frequency combustion instabilities influenced by random temporal variation of the linear growth
rate in this same transition regime are addressed. The Rayleigh criterion was generalized to account
for turbulence-related spatial variations of the combustion response. Special attention was given
to the distinguished limit in which the acoustic oscillations are rapid compared with the turbulent
fluctuations, which in turn are rapid compared with the linear growth rate of the instability. It was
shown that nonlinear acoustics of the instabilities need to be considered to describe the influences
of turbulence. When this nonlinearity involves supercritical bifurcation, the turbulence tends to
decrease the most probable intensity of the instability. When it involves subcritical bifurcation, the
turbulence can produce a bimodal probability density function for the intensity of the instability,
with appreciable probabilities of high-amplitude and low-amplitude acoustic oscillations but small
probabilities of oscillations of intermediate amplitudes. These phenomena can have a bearing on
erratic pressure-amplitude bursts sometimes observed in liquid-propellant engines.

A key observation of this last study is that the turbulence influences on the acoustics appear
as multiplicative rather than additive noise. Comparison of the turbulence coherence time with
the characteristic time of the combustion instabilities identifies two distinct interaction classes,
depending on whether the coherence time is or is not much smaller than the characteristic instability
growth time. Larger instabilities are associated with the second of these classes while the transition
behavior in the first class involves random walks of the stochastic linear growth rateo, requiring a
statistical description. In a white-noise approximation, the Stratonovich rather Ito interpretation
of the stochastic integral must be employed, and the Markov property of the white-noise process
then enables the evolution of the probability density of the pressure amplitude to be described I
by a Fokker-Planck equation, whose stationary solutions lead to the results shown in Figure 1,
which demonstrates that the transition behavior depends on the character of the bifurcation. The
bimodal behavior is seen in Figure 1 for subcritical bifurcation in the hysteresis region. The size
of the bimodal transition region is proportional to the time integral of the autocorrelation function
of the turbulence-induced fluctuations of the linear growth rate. This result provides a possible
mechanism for resurging patterns of the pressure amplitude.

Amplification Mechanisms Coupled with Finite-Rate Chemistry

Many different processes can contribute to linear amplification of acoustic oscillations in liquid-
propellant rockets, and asymptotic analyses of these processes can help in assessing combustion
instabilities. It is the intent of the present investigation to analyze a number of these processes. One I
such process is the strained planar diffusion flame considered here [4]. Previous studies of diffusion-
flame response postulated infinite chemical reaction rates (the Burke-Schumann approximation),
while the present work is taking into account the influences of finite-rate chemistry, which can U
become important in environments having high turbulence intensities. The results demonstrate

I
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I
that the high sensitivity of the chemical reaction rates to temperature fluctuations can underlie
important amplification mechanisms. As an initial simplification, a one-step, irreversible Arrhenius-
type chemical reaction rate is employed, and a gaseous counterflow diffusion flame is adopted to
represent flamelets subjected to nonuniform flow fields caused by turbulent fluctuations. It is
intended later to introduce rate-ratio asymptotics for hydrogen-oxygen systems.

The analysis was performed by activation-energy asymptotics. The resulting flame structure
for a given value of the reaction-sheet location is described by two sets of equations, one for
the transport of momentum, thermal energy and reactant, and the other for the corresponding
overall reaction rate of the flame. The acoustic response of the flame, obtained from the linear
analysis, is found to be determined by two mechanisms, namely, oscillations of the reaction sheet
induced by acoustic-produced fluctuations of the reaction rate, and oscillations of the field variables
produced by the transport-zone response. Results for the rate of amplification associated with the
finite reaction time are shown in Figures 2 and 3 in terms of the nondimensional amplitudes for
fluctuations of the heat release rates, h = h.• + h7, where the subscripts a and r denote the
contributions from the acoustic field and from the oscillations of the reaction sheet, respectively.
Amplification occurs if the real part of h is positive. It is shown in Figure 2 that, throughout most of
the range of Damk6hler number, amplification associated with the oscillations of the reaction sheet
is dominant compared with that associated directly with the acoustic field. Figure 3 shows that
the total amplification for various values of the nondimensional frequency steadily increases as the
extinction Damk6hler number is approached, at which point the sensitivity of the reaction rate to
the finite reaction time is greatest. An implication of these results is that analyses for the acoustic

Sresponse of flames that do not consider finite reaction rates could significantly underestimate the
amplification rate. Future works will apply similar methods to different types of flamelets which
may be more realistic for rocket-engine combustion, such as single-droplet combustion, with and3 without forced convection and supercriticality.

3 References

[1] G. Balakrishnan, A. Lifiin and F. A. Williams, Rotational Inviscid Flow in Laterally Burning3 Solid-Propellant Rocket Motors, Journal of Propulsion and Power, 8, pp. 1167-1176 (1992).

[21 J. S. Kim, A Formulation for Transverse Acoustic Instability in Liquid-Propellant Rocket
Motors, CECR Report No. 92-01, University of California at San Diego, La Jolla, CA, 1992,
also to appear in Proceedings of the First International Symposium on Liquid Rocket Engine
Combustion Instability.

[3] P. Clavin, J. S. Kim and F. A. Williams, Turbulence-Induced Noise Effects on High-Frequency
Combustion Instabilities, CECR Report No. 93-01, University of California at San Diego, La
Jolla, CA, 1993, also submitted to Combustion Science and Technology, 1993.

3 [4] J. S. Kim and F. A. Williams, Contribution of Strained Diffusion Flames to Acoustic Pressure
Response, CECR Report No. 93-02, University of California at San Diego, La Jolla, CA, 1993,3 also to be submitted to Combustion and Flame.

I

I - 137-



I
.Auplhude: Y,•'

I!
Y ,

Steble Unetable k Stable Afetstabl. ... Unstabl

Supercritical Subcritical

dY/dr - XY - Y2 dY/dr - XY + Ys - g(Y)

PS (Y >v1 P8 Y)

o < 11 < o'12
X < 0 .....

oY 0 Y

Figure 1. Supercritical and subcritical bifurcations, illustrating the result-

ing unimodal and bimodal probability-density functions for the pressure
amplitude

CI

Fiue2 aitoso h odmninl.: -mi Figure -.,•Q Vaitoso he.niesoa

"hofthe heat-release ratenducebytereation relesthe" -see Mam k o ,. hl e nuo •m ber

ii •,-'o-to

//1 .t.O.'--- -).c-, I

t ii ~-A--g- ......

Figure 2. Variations of the nondimensional ampli- Figure 3. Variations of the nondimensional
tudes far fluctuations of the total heat-release rate, amplitude for fluctuations of the total heat- i[
h, of the heat-release rate induced by the reaction- release rate, A, with the Damkohler number I
sheet oscillations, hr., and of the heat-release rate for the nondimensional acoustic frequencies w = I'induced by the acoustic fluctuations, ha, with the 0.1,0.5, 1,2,5,1I0

Darnk~hler number for the nondimensional acoustic
frequency w = 1

- 138 - I



I
I

MODELING LIQUID JET ATOMIZATION
PROCESSES

AFOSR Contract No. F49620-92-J-03990

Stephen D. Heister

School of Aeronautics and Astronautics
Purdue University

W. Lafayette, IN 47907U
S Summary/ Overview

The atomization of liquid jets is a fundamental problem of particular interest in determining
the performance and combustion stability of liquid rocket engines. This research effort is
focused on a new analytic treatment of this free surface flow utilizing Boundary Element
Methods (BEMs). This analytic approach is attractive for problems of this nature due to its
inherent efficiency (as compared to more traditional CFD methods) and its high accuracy in
determining the time-dependent evolution of the free surface for a reasonable computational
expense.

While initial efforts have been focused on development of an inviscid liquid model, future
efforts will include the effects of liquid and/or gas viscosity to incorporate the necessary
physics to investigate the atomization regime. Current inviscid models axe capable of ad-
dressing jet behavior in the presence of arbitrary time-dependent supply pressure oscillations
and reveal significant nonlinear corrections to the linear theory of Rayleigh1 . Ultimately, we
hope to include the effects of injector geometry on the atomization process and characterize
the initial droplet size distribution created by the atomizing jet.

I Technical Discussion

Background and Model Description

Our understanding of the complex combustion phenomena present in liquid rocket engines
begins with the fundamental process of fuel and oxidizer jet atomization. Since the atomiza-
tion process can be greatly effected by acoustic disturbances2 , it appears as a primary focus3

in studies involving combustion stability. For this reason, both analytic and experimental3 research are necessary to increase our understanding of the complex interactions between
the droplet field formed by the jet and the combustion process.

Our approach centers on the use of Boundary Element Methods (BEMs) which can be
used to accurately describe the time-dependent evolution of waves forming on the surfaces
of the jet. We believe that BEMs are superior to more traditional Computational Fluid
Dynamic (CFD) methods since the BEM formulation requires a discretization of only the
external surface of the jet rather than the entire liquid domain. This distinction is important
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I
since a typical BEM can model a surface much more accurately than a CFD approach for a 3
fixed amount of computational power.

Boundary element methods (a.k.a. boundary integral methods), are developed using
Green's function solutions to the free space problem. For a potential flow, the velocity I
potential € is governed by Laplace's equation which has the following integral representation:

"ca O(f O+J aG dP (1) I2 +Jr[~ ~ -qGdr=0(1

where O(v-) is the value of the potential at a point -, F denotes the boundary of the domain,
and G is the Green's function corresponding to the governing equation as shown in Fig. 1.
Since Eq. 1 involves an integration only around the boundary, we need not discretize the
entire domain. It is presumed that either 4, or q = 90/On is specified at each node on the
boundary and a linear variation in both 0 and q is assumed along a given segment. Four
point Gaussian integration is employed to evaluate the complex integrals associated with the
axisymmetric Green's functions utilized in Eq. 1.

Finally, the quantity a in Eq. 1 results from singularities introduced as the integration
passes over the boundary point, t-. For an axisymmetric formulation, a is related to the
angle between successive nodes on the boundary. For example, nodes lying along a straight I
line will have a = ir, while a node on a corner would have a =7r/2.

Points on the free surface are moved vertically using a Lagrangian treatment by imple-
menting the kinematic condition: -

Or 84, - 2 tanI (2
,O r 90

where f represents the slope of the wave with respect to the horizontal (z) direction. Finally,
the values of the potential on the free surface are updated using the unsteady Bernoulli
equation:

o=( 1 O0)2 0()2 + LO¢¢, -anfi l (3)
Tt _2 Or o~z 49r

where ic represents the local surface curvature. Surface slope and curvature are obtained
using Lagrangian interpolation polynomials, while the time-dependent relations in Eqs. 2
and 3 are integrated using the Adams-Bashforth-Moulton procedure as described in Longuet-
Higgins and Cokelet4 . Finally, we have assumed that linear distances are normalized by the
jet radius, a, and that velocities are normalized by the quantity ]2u/(pa) where o and p
are fluid surface tension and density, respectively.

Results

Initial validation efforts were aimed at generating solutions to the nonlinear Rayleigh problem
first solved by Mansour and Lundgren'. In this problem, the jet is assumed to be infinite
in extent and subject to an initial small periodic disturbance as highlighted in Fig. 2. We
presume that inclusion of three waves is adequate for the simulation of an infinite jet and
implement periodic conditions on the outer two waves.

Results from the model indicate a very accurate predictions of Rayleigh's stability curve
as indicated in Fig. 3. In this figure, k represents the dimensionless wave number, while the
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growth rate (w) is essentially a reflection of the vertical velocity of the jet. Nonlinear aspects
of the model were checked against results of Mansour and Lundgren for the case k = 0.3 as

* shown in Fig. 4 at two distinct times in the process. Good agreement is obtained with our
model even though we used about 1/3 as many points due to the linear boundary elements
employed in the formulation.

Having validated the model, we next turned our attention to the semi-infinite jet. In
this case, the presence of the orifice (and its influence on the nonlinear evolution of unstable
surface waves) is included. Much effort was expended in creating a non-reflecting outflow
boundary condition for the finite length of the computational domain. The resulting for-
mulation is similar to that employed by Fasel6 in his numerical analysis of boundary layer
instabilities. The domain for initial calculations presumed an initially unperturbed jet which
was disturbed by introducing a fluctuating velocity at the orifice of the form v = 1+ sin(kt)
where e determines the size of the perturbation. Figure 5 indicates the evolution of the sur-
face with time in the case where k = 0.7 and c = 0.01.I
- "ture Efforts

3 The calculation in Fig. 5 indicates the initial response of the jet to an imposed oscillation.
In order to handle the "quasi-steady" response, we must be able to continue the calculation
beyond the initial break of the jet. Another approach to be investigated begins with compu-
tational nodes at the orifice exit and allows the size of the domain to increase with time by
permitting the points to move with the local fluid velocity. Finally, upon completion of the
inviscid formulation, a viscous model will be developed. We anticipate that the free surface
treatment developed for the inviscid model will be applicable to the viscous model as well;
therefore we are justified in working out these problems on the simpler inviscid case.
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3 SUMMARY/OVERVIEW

A focused theoretical program is being conducted to investigate acoustic wave
characteristics in liquid-propellant rocket engines with injector-face baffles. The work
primarily addresses the combustion stability behavior of a complicated geometry and the
damping mechanism of baffles - how does the baffle work in various environments; and what
are the physical processes responsible for suppressing unsteady motions in a baffled
combustor? In addition, the dynamic responses of liquid-propellant droplet combustion to
ambient flow oscillations in the baffle region are examined in detail.

I TECHNICAL DISCUSSION

* 1. Relevance

Injector-face baffles provide significant stabilizing effects on pressure oscillations liquid-
propellant rocket engines, and have been widely used since 1954. Three mechanisms have
been suggested with regard to the suppression of transverse modes of instabilities. These are
(1) modification of acoustic properties in combustion chambers, (2) restriction of unsteady
motions between baffle blades, thus protecting the sensitive mechanisms for instabilities, and
(3) damping of oscillations by vortex shedding, flow separation, and viscous dissipation near
baffle tips. Because of the complex nature of the flowfield in the baffle region, the effects

of baffles on wave motions have never been understood quantitatively. The most important
and least understood aspect of baffle design is how to ensure that baffles will eliminate
instability. At present, no well-defined criteria exist for selection of baffle configurations that
will lead to stable operation of an engine. Most designs in use today are based on experience
with similar combustor configurations, propellant combinations, and operating conditions,
thereby making development of a new system a costly trial-and-error process. For example,
the development of F-1 engines for the Saturn-V launch vehicles required 15 baffle design
iterations and 3,200 tests before a stable configuration was obtained.

2. Research Objectives

I The primary purpose of this research is to develop a comprehensive theoretical analysis
within which multi-dimensional acoustic waves in a baffled combustor and their mutual
coupling with liquid-propellant combustion can be treated properly. The work involves the
following two tasks:

* 1. investigation of linear and nonlinear acoustic wave characteristics in baffled

-143-



I

combustion chambers. 3
2. study of acoustic wave-induced vorticity and its interaction with mean flow.

3. Acoustic Waves in Baffled Combustors I
Because of the geometrical discontinuities associated with baffle blades, the unsteady

motions in the baffle compartments and the main chamber are best treated separately and
then linked together at the interface, as shown in Fig. 1. The acoustic field in each region can
be formulated using the general analysis constructed by the principal investigator. Briefly
stated, a wave equation governing the flow oscillations is derived from the conservation I
equations for a two-phase mixture, with expansion of the dependent variables in two small
parameters measuring the Mach number of the mean flow and the amplitude of the unsteady
motion. This equation can be written in the form

•a2 a2

The function h contains all influences of droplet vaporization and combustion, mean
flow/acoustics coupling, and two-phase interaction. It can be correctly modeled as a

distribution of time-varying mass, momentum, and energy perturbations to the acoustic field.
The next step lies in expressing the unsteady motions as a synthesis of modes described by
the eigenfunctions of the wave equation. Finally, with appropriate matching of the acoustic I
pressure and velocity fields at the interface between the baffle compartments and the main
chamber, a transcendental equation is obtained for the complex wave number characterizing
the oscillatory flow in the entire chamber. The major advantage of this approach is the
provision of an analytical framework for studying mechanisms proposed as the stabilizing
effects of baffles.

Calculations have been conducted to study the oscillatory flowfield in both two-
dimensional and three-dimensional baffled combustion chambers. Figure 2 shows the acoustic
pressure contours (top) and velocity vectors (bottom) together for the first transverse mode I
in a two-baffle chamber, illustrating two main effects of baffles. One is longitudinalization of
the transverse wave and subsequent concentration of fluctuation amplitude near the injector
face, as shown in the upper section. The other is severe restriction of fluctuating velocities I
within the baffle compartments, as depicted in the lower part. Since both of these effects
are felt near the injector, where pressure- and/or velocity- sensitive processes are
concentrated, they can have a substantial impact on overall stability. If pressure-sensitive I
processes dominate, the longitudinalization may have a destabilizing influence; however, if the
instability is sensitive to velocity fluctuations, the baffles can act to stabilize the system. It
should be noted that another effect of baffles is the depression of acoustic frequency with I
increasing baffle length.

Two types of nonlinear combustion instability commonly observed in liquid rocket
engines were also studied. First, limit cycle oscillations were considered, in which a small
initial disturbance grows and finally reaches a steady-state oscillation. Second, pulse-triggered
instabilities were investigated, as shown in Fig. 3. If an initial disturbance is less than a
certain threshold value, it decays and damps out. However, if the initial disturbance exceeds
the threshold value, it grows and exercises steady-state fluctuations, similar to the case of
the standard dynamic stability rating ("bomb") test. The overall physical nonlinear process
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I can be explained by an energy cascade among acoustic modes. In this nonlinear analysis, an
approach is developed to predict these two types of combustion instabilities. It is the first of
its kind in analyzing nonlinear unsteady motions in baffled rocket engines.

4. Acoustic Wave-induced Vorticity

I The second part of the present research is to examine the vortical motion induced by
the interaction of the acoustic wave with the mean flow near the baffle blade. Although the
acoustic mode shapes in baffled chambers are accurately described by inviscid equations,
viscosity does have an important effect. The acoustic motions along the baffle blades can
interact with the viscous boundary layer by enforcing the no-slip condition. The ensuing
vortex shedding from the baffle tips may appreciably modify the mean flowfield and
combustion distribution in the main chamber. Furthermore, mechanical energy can be
transferred from the acoustic waves to vortical motions, and eventually be either convected
out of the chamber with the mean flow or to a much lesser extent dissipated by viscous
friction. This cascade of mechanical energy transfer from the acoustic to vortical field,
together with modification of combustion distribution, represents a major mechanism forstabilizing unsteady motions in baffled chambers.

The basis of the analysis is the Lagrangian vortex dynamics method. This approach
treats the vorticity field as an assembly of n vortex elements, and solves for the entire
flowfield under mutual interaction of all the elements. The domain of computation ranges
from the trailing edge of the baffle blade to the exit of the combustion chamber. At each time
step, a vortex element is released from the baffle tip and rolls up into a large structure. The
associated vorticity due to the acoustic motion can be found by integrating the instantaneous
acoustic velocity surrounding the element at the baffle tip, where the contour integral is
performed over a path length set by the mean flow and the time step duration. The
subsequent motion of the element is tracked with a simple first order accurate integration in
accordance with the Kelvin-Helmholtz theory. Figure 4 shows the vortical flow velocity

component for a chamber with a baffle blade length of 0.1 times the chamber height. The
* chamber size and parameters are similar to the F-1 engine.

I

R

baffle " Lb-L

Figure 1. Schematic of a Baffled Combustor.
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I Summary/Overview:

This research addresses the transcritical behavior of vaporizing and burning droplets,
by 'ch is meant the behavior of droplets injected at supercritical pressures but initially at
a subcritical temperature, which then undergo a transition to a supercritical state as they
are heated in a hot environment. An experimental approach is taken using a free droplet
technique, whereby monodisperse droplets are studied as they fall freely in a pressure
chamber. In addition to steady state environments, transcritical behavior will also beU studied under the influence of acoustic waves.

Authors: D.G. Talley and J.C. Pan

U Technical Discussion:

Supercritical combustion processes are expected to play an increasir-ly greater role in
future Air Force air breathing and rocket propulsion systems. In high pressure liquid
rockets, the liquid oxygen is subjected to supercritical pressures but reaches a supercritical
temperature only after injection and subsequent heating in the combustion chamber-the
so-called transcritical process.

Transcritical droplet vaporization/combustion is much less well understood than the
equivalent subcritical processes. Gas/liquid density ratios are near unity, so the quasi
steady gas phase assumption commonly employed in subcritical studies is no longer valid.
The equilibrium "wet bulb" condition may also not exist. Thus transcritical droplet
vaporization/combustion is a fully unsteady phenomenon. The computation of properties
becomes significantly more complicated in that properties such as diffusion coefficients
become functions of pressure as well as temperature, and the solubility of the gas phase in
the liquid phase increases significantly. The latter effect can mean that the effective critical
pressure of the soluble mixture can be several times the critical pressure of the pure phase.
Other property anomalies can lead to singular behavior near the critical condition. For
instance, the burning rate has been observed to reach a maximum near the critical pressure
due to the competing influences of decreasing enthalpy of vaporization (which vanishes at
the critical point) and increasing resistance to mass diffusion [1,2]. The surface tension
also vanishes, resulting in the possibility of droplet deformation to an unknown extent.
Finally, the degree to which transcritical droplet processes might couple with combustionu instabilities is almost entirely unknown.
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A number of models have recently been developed that begin to address these issues I
[3,4], but these remain experimentally unverified. The present investigation is therefore an
experimental study. With only a few exceptions [5,6], most previous experimental studies
of transcritical droplet processes were performed using some variant of a captured droplet
technique, whereby droplets are suspended on a thermocouple or other supporting fiber.
The disadvantage of this technique is that the suspension mechanism can have a significant
effect on the droplet behavior, especially in the liquid phase. Therefore a free droplet
technique will be used here. Monodisperse droplets formed at a supercritical pressure but
at a subcritical temperature will be observed as they fall freely and heat in a hot, high 3
prcssure environment. The experiment is being designed to handle a wide variety of fluids
including cryogenics. Droplets will be subjected to both vaporization and burning
conditions, in environments containing combustion products as well as other gases. n
Furthermore, in order to investigate possible coupling mechanisms with combustion
instabilities, provision will be made to subject the droplets to high pressure acoustic fields.
Imaging techniques will initially be used to visualize droplet behavior, but other diagnostic I
techniques such as droplet slicing [7] will be explored later.

Efforts during this initial reporting period have concentrated on the development of a
suitable droplet generator and a suitable acoustic driver. An initial droplet generator
design, illustrated in Fig. 1, has been constructed and evaluated. The generator uses a
disk-shaped piezoelectric crystal in a reservoir just upstream of an orifice to acoustically n
excite a stream in Rayleigh breakup to produce monodisperse droplets, and is designed
with materials and sufficient cooling to handle liquid nitrogen. The generator was found to
operate satisfactorily at atmospheric pressure, but was unable to produce droplets at m
elevated pressures, breaking up instead into a small spray. The Weber number was
subsequently determined to be too high. Efforts to reduce the Weber number by reducing
the stream velocity were found to produce clogging downstream of the orifice using this 1
design. An alternative droplet generator has therefore been designed as illustrated in Fig.
2. The new generator is a hybrid design capable of operating in a combination of modes.
The generator uses a cylindrically shaped piezo and is more pencil-shaped, which should I
allow it to operate either in a Rayleigh mode or in a drop-on-demand mode. In addition,
an aerodynamic shroud has been added to provide the option of operating in an
aerodynamic breakup mode. Construction will begin as soon as parts are received.

The other major effort during this reporting period was to develop an acoustic driver
capable of operating at high pressures. Most conventional drivers are designed for
operation a: atmospheric pressure, and do not operate well at elevated pressures. The
main alternative for high pressures has in the past been the use of a rotating toothed wheel
at the exit of a choked orifice. This approach requires a mean flow through the pressure
vessel. Use will be made here of an alternative piezoelectric approach that has been
developed in a separate program at this laboratory through the SBIR program. The
approach does not require a mean flow. A prototype driver has been demonstrated to [
operate in an impedance tube at sound pressure levels exceeding 150 dB at pressures up to
1000 psi. Improvements in this performance appear to be possible with further
development.

I
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U Over the next year, droplet generator development will be completed and a suitable
pressure vessel will be designed and fabricated. "Steady state" (i.e. non-acoustically
perturbed) measurements will be initiated. Improved versions of the acoustic driver will be
developed under the SBIR program, and adapted under this AFOSR program to drive the
transcritical droplet experiments. Attempts will be made to obtain some initial acoustically
driven data.
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I
SUMMARY/OVERVIEW:

Injection systems that use jet impingement to atomize and mix propellant streams are the standard type
of injector for rocket engines where both oxidizer and fuel enter the thrust chamber as liquids (e.g.,
LOX/hydrocarbon and storable propellant combinations), and also represent an attractive alternative to coaxial
injectors typically used in LOX/H 2 engines. A significant problem exists in the use of impinging jet injectors,
however, in that current empirical design practices dictate a compromise in performance to achieve a
dynamically stable combustor. The goal of this research is to help clarify operative combustion instability
mechanisms and provide a basis for the development of performance and stability design analysis models that
can accurately predict the effects of injector geometry and operating conditions. A systematic investigation of
the effects of jet condition (laminar versus turbulent), orifice diameter, impingement angle and jet velocity on
primary atomization of impinging water jets has been completed. Measurements of atomization length, drop
diameter, sheet shape, and breakup frequency have been compared to predictions based on current theories of
impinging-jet sheet breakup and liquid sheet breakup. Experiments contrasting laminar and turbulent jet
conditions clearly indicate that the jet conditions prior to impingement have a dramatic effect on the atomization
process.

I TECHNICAL DISCUSSION:
Impinging liquid jets form a fan in a plane perpendicular to the plane containing both jets.

Instantaneous images of sheets formed by turbulent and laminar impinging jets are shown in Fig. 1. In each
case, the atomization of the liquid sheet can be regarded as a two-step process: first, the liquid fan breaks up
into ligaments in an apparently periodic fashion; and second, the detached ligaments subsequently disintegrate
into spherical drops due to surface tension forces. Previous studies have shown that the fan structure,
ligament/drop formation frequency and drop size are sensitive to injector design and operating parameters, and
that a clear link between combustion instability and these processes can be established.' The objectives of the
present study are to extend and confirm previous experimental work on impinging jet atomization, and to
provide a firm basis from which to address combustion instability phenomena associated with impinging
injectors.

Measurements of fan breakup length, xb, drop size, dD, and surface wave (X,.) and periodic ligament
formation phenomena are presented, and the degree to which current modeling approaches represent the
observed breakup and drop formation processes is evaluated. The two models considered include a stationary
antisymmetric wave-based model developed by Ibrahim and Przekwas2 which predicts the sheet shape formed by
two impinging jets applicable for low liquid Weber number regimes (We=plUJ2do/c<2000), and a linear
stability-based model in which the sheet disintegration process is controlled by the growth of aerodynamic-
induced waves on the sheet surface.3 The details of the experimental set-up as well as a brief review of the
foundations of the two aforementioned models are described elsewhere.4'

The spray field resulting from the impingement of two liquid jets was examined as a function of orifice
diameter, d., jet velocity, Uj, half-impingement angle, 0, and jet flow condition (laminar or turbulent).
Instantaneous images of these spray fields were acquired using a CID solid state camera (512 x 512 pixels) with
diffuse backlighting provided by a strobe light (flash duration - 51Ls). From these images the breakup length, xb,
the maximum spray width, W, and the distance between adjacent periodic structures, X, were measured. Drop
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I
size and velocity measurements were made for the turbulent jet case for a set of parametric conditions at 16 mm
and 41 mm downstream of the impingement point using an argon-ion laser-based FFT Phase Doppler Particle
Analyzer.' I

Distinct differences in the sheet structure between the turbulent and laminar impinging jet cases are
observed, as shown in Fig. 1. The sheets formed by laminar impinging jets tend to be larger and less chaotic
than for the turbulent impinging jet case under similar flow conditions.

In Fig. 2, the non-dimensional breakup length, xb/do, for different diameter glass tubes for a fixed
impingement angle, 20=60%, is plotted versus a non-dimensional correlating factor, We(l-cos8)2 /sn 3B, that
contains liquid Weber number (We=p-Uj2do/a) and impingement geometry effects. For turbulent impinging jets,
the measured non-dimensional breakup lengths for various orifice diameters essentially collapse to a single curve
for a fixed impingement angle; a family of curves can be obtained for different impingement angles. Also
shown in Fig. 2 are non-dimensional breakup lengths predicted by the stationary antisymmetric wave-based
model' and by the linear stability-based model. 3"0 Values of non-dimensional breakup length predicted for I
different impingement angles by the linear stability-based model collapse to a single curve when plotted versus
the correlating parameter. For the laminar impinging jet case, the peak in the non-dimensional breakup length
and the general trends as a function of Weber number are explained well by both models. The measured non-
dimensional breakup length of sheets formed by turbulent impinging jets, however, does not compare well with
predictions from either model.

The drop size, dD, non-dimensionalized with respect to the orifice diameter, d., is plotted versus the
non-dimensionalized parameter We(l-cos0) 2/sin3 0 in Fig. 3. The drop size measurements were made along the I
spray centerline, 16 mm from the impingement point, for the turbulent impinging jet case. The measured drop
sizes are polydispersed, and the arithmetic mean diameter, D,0 , is taken for comparison purposes. Values for
the non-dimensional drop diameter predicted by the linear stability-based model for different impingement angles I
collapsed to a single curve. In a similar fashion, the measured values of the non-dimensional drop size also
collapsed to a single curve when plotted versus the correlating parameter. The predicted drop size is about a
factor of two higher than the measured drop size, however, better agreement would be obtained if a higher
order moment diameter for the measurements was used. The arithmetic mean diameter was selected for I
comparison because the model predicts a monodispersed drop size.

The instantaneous images for the turbulent impinging jet case were also examined for apparent
dominant wave structures. Three different periodic structures were identified: surface waves apparent on the I
sheet surface; edge ligaments defined as strands of liquid attached to the intact sheet periphery; and detached
ligaments defined as strands of fluid either completely or nearly completely separated from the downstream edge
of the intact sheet. The separation distance between adjacent identical wave types was measured from the I
instantaneous spray images. The separation distance between adjacent detached ligaments was consistently about
twice as long as both edge and surface wave separation distances. In Fig. 4, the wavelength of surface waves
on the sheet, X, non-dimensionalized with orifice diameter, d0, is plotted versus Weber number. As shown in
Fig. 4, the measured non-dimensional surface wavelength is generally independent of Weber number, and I
collapses to a value between 2 and 2.5 for different orifice diameters. In terms of primitive variables, the
surface wavelength, X,,, was insensitive to changes in jet velocity, U,, and increased with increasing orifice
diameter, d.. These trends are inconsistent with the linear stability-based model, which predicts a strong I
wavelength dependence on jet velocity and no dependence on orifice diameter.

An estimate of the forces involved in the impinging jet system reveals that the liquid inertial force at
impact is an order of magnitude greater than any of the other surface or body forces, implying that the jet
dynamics at impact have a major effect on the behavior of the sheet. At impingement, oscillations in jet inertia
can cause large deflections of the sheet surface. Further downstream, the sheet can rip and form ligaments at
these deflections as the sheet thins. Potential sources of oscillations in the impingement region consistent with
these observations include large eddies in the jet and long-wavelength jet instabilities,6 both of which show the
same dependence on jet diameter as the measured surface wavelength does.

The measurements discussed above were all performed with large length-to-orifice diameter ratio (L/d0 )
precision-bore glass tubes at atmospheric pressure. Recent work has focused on experiments more I
representative of practical injector systems. A rectangular transparent pressure chamber equipped with acoustic
drivers has been fabricated. Instead of long glass tubes, short L/do orifices that are twist-drilled into a brass
injector are used. In Fig. 5, the measured non-dimensional breakup length obtained at atmospheric pressure
with the glass tubes is compared to the measured non-dimensional breakup length obtained with a twist-drilled I
brass injector (L/do= 10) at operating pressures of one and nine atmospheres. Note that the non-dimensional
breakup length, xb/do, is plotted as a function of the gas Weber number, We, (=pUj2 d°Iu), in Fig. 5. The data 3
in Fig. 5 indicates that geometric differences between the glass tubes and the drilled brass injector are not
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I
important at one atmosphere. At higher operating pressures, breakup length noticeably decreases. Recent

i experimental results from Wu et al. • have indicated that single turbulent jet breakup processes can be affected

by operating pressure at liquid-gas density ratios less than 500, which corresponds to ambient pressures of about
two atmospheres for our study. In the case of impinging jets, it is likely that these aerodynamic str•.u• affect
the jets prior to impingement and the liquid fan.

From the above described results, the basic structure of the atomization process involved in impinging

injectors has been elucidated. The importance of the initial jet conditions (laminar or turbulent) have clearly
been demonstrated in agreement with previous studies.5 Specific tasks in progress include development of a

I primary atomization model that can account for pre-impmgement jet conditions; studies of the atomization
process in the presence of externally applied acoustic fields; design and execution of a hot-fire test program to
determine combustion effects; and development and application of a combustion response model to relate the

i experimental results of this study to the proven empirical stability correlations.
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I
SUMMARY/OVERVIEW:

I Although the hydrogen temperature ramping technique is used to determine the
stability characteristics of hydrogen/oxygen coaxial liquid rocket motor injectors, there is no
definitive knowledge of the effect of the hydrogen temperature on the stability
characteristics of the injectors. Possible explanations are a detrimental change in the
atomization characteristics due to a decrease in the velocity ratio, the disappearance of a
stabilizing recirculation region at the base of the LOX post or a change in the gas side
injector pressure drop allowing acoustic coupling to the propellant feed system. This
program will provide the first quantitative measurements of droplet size and velocity
distributions as a function of the injector velocity ratio and of injector pressure drop as a
function of gas temperature. It will also be the first experimental examination of the
recirculation region at the base of the injector LOX post. Due to the ability to use liquid
oxygen at pressures occurring in actual liquid rocket motors, a high level of similitude can
be achieved.

I TECHNICAL DISCUSSION:

Although stable operating regimes for cryogenic coaxial injectors have been
empirically determined, there is no knowledge of the spray characteristics corresponding to
stable operation or the physical processes which produce the atomization patterns that result
in stable or unstable operation. The current engineering method for determining the stable
operating regime of a cryogenic coaxial injector is the "hydrogen temperature ramping"
method, however there is still no definitive knowledge of the effect of the hydrogen
temperature on the stability characteristics of coaxial injectors. The physical significance of
the hydrogen temperature ramping technique may come from the atomization process
occurring in coaxial injectors where the high velocity outer gaseous hydrogen flow strips
droplets from the lower velocity inner liquid oxygen flow. Experiments at ONERA using
water as the liquid oxygen simulant have shown that a higher relative velocity between the
two flows results in smaller droplets and complete atomization closer to the injector exit'.

1Vingert, L., "Coaxial Injector Spray Characterization for the Ariane 5 Vulcain Engine,"
6th Annual Conference "Liquid Atomization and Spray Systems - Europe," July 4-6, 1990.
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Lowering the gaseous hydrogen temperature increases its density, thus lowering its injection I
velocity relative to the liquid in order to maintain the same mass flow. Wanhainen et al
have shown that it is not the hydrogen temperature itself causing the transition to instability
but the ratio of the gas to liquid injection velocities2 . From this one might infer that the
instability arises because of an increase in the liquid oxygen drop sizes along with an
extension in the length of the atomization zone. A primary purpose of the experiments is 3
to identify what effect the velocity ratio has on atomization.

Another proposed explanation for the emergence of unstable operation in the
hydrogen temperature ramping test is that a recirculation region acting as a flameholder
exists downstream of the LOX post tip. Below a minimum relative velocity between the
liquid oxygen and gaseous hydrogen, the recirculation region becomes too weak to act as
a flameholder and the combustion zone moves away from the injector face to a location I
where it can interact more strongly with the chamber acoustic modes. Liang and Schumann
have examined this idea with an experimental and computational investigation of gaseous
oxygen and hydrogen coaxial injectors3. They examined several injectors designed to i
produce recirculation regions of different sizes but found that all injectors tested showed the
combustion region anchored to the base of the injector.

The first nine months of the grant period were spent designing a liquid nitrogen I
cooled heat exchanger to lower the temperature of the injected gas, either hydrogen or
helium, from ambient down to 80K. The design has been completed and construction has
begun. The heat exchanger will be used for the final series of experiments to simulate the
hydrogen temperature ramping test and examine the effect of temperature induced gas
velocity changes on the resultant atomization and its subsequent effect on motor instability.

An injector with the same dimensions as the SSME preburner injector has been I
constructed and tested with water and air at atmospheric conditions (Fig. 1). The SSME
preburner injector was selected because the test facility is capable of providing the required
gas and liquid mass flow rates for a full size injector and as large an injector as possible was
desired to provide the possibility of optical access. The initial tests of the injector used air
and water injecting into atmospheric ambient pressure.

PDPA measurements were made of the droplet size and velocity as a function of
axial and radial position. Figures 2a and b show the measured droplet Sauter mean
diameters and velocities as a function of axial and radial position. The results show no
change in the droplet Sauter mean diameter as a function of position while the droplet
velocities peak along the axis and decrease (but only at locations near the axis) as one
moves downstream from the injector. Both the magnitudes and the trends of the measured4 1
Sauter mean diameters and velocities agree well with results obtained by Zaller and Klemi

2Wanhainen, J.P., Parish, H.C. and Conrad, E.W., Effect of Propellant Injection
Temperature on Screech in 20.000-Pound Hydrogen-Oxygen Rocket Engine, NASA TN
D-3373, April 1966.

3Liang, P.-Y. and Schumann, M.D., "A Numerical Investigation of the Flame-Holding
Mechanism Downstream of a Coaxial Injector Element," Proceedings of the 24th JANNAF i
Combustion Meeting, CPIA Publication 476, Vol. 3, Oct. 5-9, 1987, pp. 599-610.

4Zaller, M., and Klem, M., "Shear Coaxial Injector Spray Characterization," Proceedings i
of the First International Symposium on Liquid Rocket Engine Combustion Instability, Jan.
18-20, 1993, University Park, PA.
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using a similar injector and air and water flow rates. The main purpose for this limited
series of tests was to confirm the operation of the PDPA system as well as the injector. The
effects of varying the PDPA PMT voltage and of taking measurements through plexiglass
windows of varying thickness were quantified. A windowed cold flow high pressure chamber
has been designed, constructed and pressure tested to 9 MPa. The next series of PDPA
measurements will use liquid and gaseous nitrogen at pressures of a few MPa.3 In order to determine if a recirculation region exists at the base of the LOX post, a
miniature diode laser LDV system has been assembled. It will be used to probe the region
at the base of the LOX post to determine if and under what circumstances a recirculation
region exists. The LDV will use liquid droplets produced by the atomization process as the
seeding particles. If a recirculation region is found to exist, an attempt will be made with
the LDV to measure its strength.

In the course of an extensive literature review conducted during the course of this
year, some previous experimental evidence was found that indicated that the spontaneous
stability condition for a hydrogen/oxygen rocket was determined by the hydrogen pressure
drop through the injector5' 6. Below a critical minimum value for the pressure drop,
chamber oscillations evidently can couple to the propellant feed system, causing a
combustion instability in the chamber. However, the value of this critical pressure drop was
a function of the injector and chamber design. Measurements of the injector pressure drop
as a function of the relative gas/liquid flow velocity and injector geometry are planned. The
results of these measurements will be used as input to a stability model of the propellant
feed system to determine the magnitude of the influence of the injector pressure drop on
the combustion stability of the entire motor.

3 L

.10 k-8"Ix
* .o.1

3 .198'

3 Fig. 1 Dimensions of SSME preburner injector.

5Conrad, E.W, Bloomer, H.E., Wanhainen, J.P. and Vincent, D.W., Interim Summar,
of Liquid Rocket Acoustic-Mode-Instabilitv Studies at a Nominal Thrust of 20,000 Pounds,
NASA TN D-4968, Dec. 1968.

tHannum, N.P., Russell, LM., Vincent, D.W. and Conrad, E.W., Some Injector Element

Detail Effects on Screech in Hvdrogen-Oxygen Rockets, NASA TM X-2982, Feb. 1974.
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BOLLING AFB DC 20332-0001

I
I SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR)

program in airbreathing combustion currently is focused on seven areas of study:
supersonic combustion, reacting flow, soot, sprays, kinetics, ram accelerators, and
supercritical fuel behavior. An assessment of major research needs in each of these areas
is presented.

I TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on
external proposals and in-house work at Air Force laboratories. Airbreathing combustion
is assigned to the AFOSR Directorate of Aerospace Sciences along with programs in
Srocket propulsion, propulsion diagnostics, and fluid and solid mechanics.

I Interests of the AFOSR airbreathing combustion task are given in the SUMMARY
section above. Many achievements can be cited for these interests, yet imposing
fundamental research challenges remain. The objective of the program is publications in
the refereed scientific literature describing significant new understanding of multiphase
turbulent reacting flow. Incremental improvements to existing scientific approaches,
hardware development and computer codes fall outside the scope of this objective.

U Decisions on support for research proposals are based on scientific opportunities and
technology needs. Current AFOSR perceptions of scientific opportunities appear in
Figure 1, and areas of emphasis are indicated by arrows with positive slopes.

Two major emphases define the main thrusts of current and near term future research
activity: supersonic combustion to support hypersonic airbreathing propulsion technology
and issues affecting the future utilization of hydrocarbon fuels. Starting in 1987 new3 research efforts were directed at novel means for achieving ignition, combustion
enhancement, low-loss flameholding, and complete chemical energy release in
supersonic combustion. 1989 saw new research in interactive control of fluid transport3 processes. These opportunities reflect a generic interest in interdisciplinary efforts
between researchers in control theory and fluid transport behavior. For hypersonic
propulsion a particular focus of interactive flow control is the investigation of means to
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overcome the suppression of mixing which high Mach number flows experience in
relation to subsonic flows.

A new area of interest is the changing requirements for the utilization of hydrocarbon
fuels in propulsion systems. Future systems will require fuels to absorb substantial
thermal energy, raising fuel temperatures to supercritical thermodynamic conditions.
Understanding and controlling fuel properties at these conditions will be crucial for
avoiding thermal degradation and for subsequent processes within the combustor.
Environmental concerns and the availability of petroleum supplies also will contribute to
future propulsion system design and operational needs.

In the rapidly changing international environment we also are examining how we conduct
our research activities in relation to both Air Force and civilian needs. We now recognize
a new set of research objectives, including achieving rapid technology transitioning and I
dual military and civilian technological use for Air Force basic research. We welcome
your ideas on fostering better working relationships among universities, industry, and
Government scientists and technologists.

The purpose of this abstract has been to communicate AFOSR perceptions of research 3
trends to the university and industrial research communities. However, communication
from those communities back to AFOSR also is desirable and essential for creating new
research opportunities. Therefore, all proposals and inquiries for _-ndamental research 5
are encouraged even if the content does not fall within the areas of emphasis described
herein. Comments and criticisms of current AFOSR programs also are welcome.

I
I
I
I
I
I
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U NUMERICAL ANALYSIS OF A TIME DEPENDENT
TWO-PHASE NON-REACTING FLOW

I (AFOSR Grant/Contract No. F49620-92-J-0231)

Principal Investigator: Suresh K. Aggarwal
Address: Department of Mechanical Engineering (M/C 251)

University of Illinois at Chicago
Chicago, Illinois 60680

SUMMARY

3 The objective of this research is to study the dispersion and vaporization behavior of
droplets in turbulent shear flows dominated by large vortical structures. The two-phase flow
algorithm is based on a large eddy simulation for the gas phase and a Lagrangian approach for
the liquid phase. The work completed during the past year includes: (i) the development of
correlation between the Stokes number and the intrinsic frequencies in particle-laden shear flows
and (ii) the study of droplet dispersion in a transitional axisymmetric jet . The research currently
in progress is focussing on the effect of external forcing on droplet dispersion in a jet flow and
the dispersion behavior of evaporating droplets in heated shear flows.

U INTRODUCTION

Particle-laden turbulent flows occur in numerous technological applications. The
traditional approach for modelling these flows is based on the assumption that the turbulence is
isotropic and statistical in nature. Numerous recent studies, however, indicate that the turbulent
flows are dominated by large-scale coherent vortical structures. This has raised a number of
important questions regarding the role of large-scale structures in determining the entrainment,
mixing, and spray processes. Further interest in the study of large scale structures stems from the
fact that by manipulating these structures, one may be able to control and enhance the
performance of systems whose dynamics is strongly influenced by these structures.

The objective of this research is to study the dispersion and vaporization behavior of
droplets in transitional shear layers dominated by large vortical structures. The earlier efforts,
focussing on the droplet dispersion behavior in both naturally developing and forced planar shear
layers, are described in Publications 1-2. The results obtained during the past year and the work3 currently in progress are summarized in the following sections.

Correlation Between the Stokes Number and Intrinsic Frequencies

Numerical results are obtained to characterize the dependence of particle dispersion on the Stokes
number, and to identify the appropriate particle response time and flow time scales used for
defining the Stokes number. Two particle-laden shear flows considered for illustrating these
scales are a planar shear layer and an axisymmetric jet. Large-scale features of these flows are
computed by using the flux corrected transport (FCT), time step-splitting algorithm. Particles of
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different sizes are injected into the shear layer and their dispersion behavior is quantified by 3
using a global dispersion function. Results indicate that the particle dispersion maximizes at a
certain value of the Stokes number, defined as a ratio of the particle aerodynamic response time
to the characteristic flow time. It is suggested, however, that a correct flow time should be based i
on the local scales rather than on the global length and velocity scales of the flow. It is further
speculated that an appropriate local flow time scale for the Stokes number can be calculated from
the dominant frequencies associated with the large-scale structures. Results from our simulations
and several experimental studies on particle dispersion are used to support our speculation. In
addition, the validity of the Stokes drag law in defining the particle response time in realistic
two-phase flow is examined. Further details are given in Publication 3.

Droplet Dispersion in a Transitional Axisymmetric Jet i
In this study, the dynamics and dispersion of droplets in the near field of a transitional,

axisymmetric jet is considered. A large eddy simulation model based on a fourth-order phase-
accurate Flux Corrected Transport (FCT) algorithm is employed for the numerical simulation of
the Kelvin-Helmholtz instability and the dynamics of vortical structures in the jet shear layer. A 3
second-order Runge-Kutta procedure is employed for the trajectories of droplets injected into the
shear layer. Both the nature and dynamics of dispersion, and the mechanism responsible for it
are established through detailed flow visualization, analyses of droplet motion and quantified I
dispersion behavior. The flow visualization, based on the streaklines for the tracer particles and
the trajectories of individual droplets in a reference frame stationary with respect to the vortex
ring structures, indicates three droplet dispersion mechanisms. The very small droplets (Stokes I
number St < 0.02) are subjected to the "vortex" mechanism, whereby the droplets follow the
behavior of tracer particles in the vortex structures. In the second mechanism, termed as the
"centrifugal" mechanism, the droplets are trapped in the structures and flung out of them, and, l
subsequently gather around their periphery. This mechanism is responsible for the enhanced
dispersion of intermediate size droplets, and the second merging has the most influence on
droplet dispersion during this droplet-vortex interaction. The third mechanism, "inertial"
mechanism, is operative on large droplets injected in the shear layer or on small droplets injected
in the core region. Quantified dispersion results are presented to identify the range of Stokes
number for the three mechanisms, and to establish the effects of important parameters on
dispersion. One such result is given in Fig. 1, showing the variation of non-dimensional
dispersion with the Stokes number for three different droplet injection velocities. The enhanced
droplet dispersion for the intermediate Stokes number (0.02<St<4.0 for Vinj=200 m/s), where the
centrifugal mechanism is operative, is clearly seen in the figure. In addition, it is shown that the
Stokes number range for enhanced dispersion can be significantly increased by changing the
injection parameters. The details are discussed in Publications 4-5.

Research in Progress

Two efforts are currently in progress. The first deals with the effects of external forcing
on droplet-vortex interactions in higl-speed axisymmetric jets. Preliminary results indicate that i
with low amplitude forcing, both rae. om and periodic, the droplet dispersion can be enhanced.
A parametric study is underway to study the effects of forcing parameters on the dispersion
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I behavior. The second effort concerns with the dispersion of evaporating droplets in axisymmetric
low-speed heated jets. A heated jet at a velocity of 1.0 m/s issuing from a nozzle of 2.54 cm
diameter into a coflowing jet at 0.2 m/s is being considered. The selection of these parameters
is based on the anticipated experimental study at the WPAFB. For this case, the gas-phase
simulation is based an implicit, time-dependent, third-order accurate, finite-difference algorithm.
A preliminary result showing the iso-temperature contours for a heated jet issuing into a cold
flow is given in Fig. 2. The results, shown for zero gravity and normal gravity, clearly indicate
the buoyancy-driven structures, but no shear-driven structures, a result that is qualitatively3 different from that observed in a diffusion flame. The dispersion behavior of non-evaporating and
evaporating droplets in these structures is currently being investigated. These two efforts will
continue during the next year.
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Figure 1 Non-dimension dispersion function vs. Stokes number for three droplet
injection velocities. The jet velocity is 200 m/s.
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Figure 2 Iso-temperature contours in a heated jet with normal gravity and zero 3
gravity. The jet velocity is 1.0 m/s and temperature is 1200 K. The
coflowing jet velocity is 0.2 m/s and temperature 298 K.
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I
SUMMARY/OVERVIEW

An understanding of the mechanism of soot nucleation remains the major deficiency in our understanding
of soot formation in flames. The ionic mechanism of soot nucleation is being evaluated by computer
modeling to determine whether or not an ionic model can account for the experimental results. During
this year we have also initiated a comparison between measured and equilibrium calculated acetylene
concentrations, soot concentrations, and temperature for a series of fuel/air/oxygen flames.

I TECHNICAL DISCUSSION

We recently presented a comparison between neutral mechanisms and the ionic mechanism of soot
formation in flames which indicates that ionic growth of a soot precursor is more rapid than neutral
growth [1]. We continue to pursue a detailed computer model of ion growth in flames and compare the
results with the well-documented acetylene/oxygen flame burning on a flat flame burner at a pressure of
2.67 kPa and a linear unburned flow velocity of 50 cm/s.

During this last year we improved the thermodynamic data base for ions important in the mechanism by
updating some of the small ions based upon new literature data. This helped improve the agreement
between calculated and experimental ion profiles for the small ions. We also extended the data base to
large ions, some neutral species, and estimated the thermodynamics of a realistic soot particle, i.e., with
C/H = 10. Incorporation of the extended Langevin theory of ion-molecule reactions [2] into the
mechanism has made very little difference in the calculated ion profiles, but does eliminate the concern
that the ion-molecule rate coefficients are unrealistic.

I A set of 51 reactions is employed to go from the propargyl ion, C 3 H 3 + to C 13H 9 +. Only ions observed
experimentally are included in the mechanism, and all observed ions are included. The reactions are
written toward increasing molecular si2e; thus the free energy of reaction becomes more positive as the
temperature is increased due to entropy effects. Thermodynamic equilibrium has a much greater effect
on the ion-molecule reactions than expected (the reverse reactions are calculated from the forward rate
and the equilibrium constant); this shows up as a strong temperature dependence. This same effect, of
course, controls neutral mechanisms and may explain why the rate of soot formation peaks in the
temperature range of about 1400 to 1900 K. The usual explanation involves a competition between the

rates of soot formation and soot oxidation. To avoid excessively fast reverse reactions, the forward3 reaction rate coefficients are limited so that the reverse reaction rates determined by equilibrium never
exceed the reverse Langevin rates.

The ions disappear by either ion-electron or positive ion-negative ion recombi' -w Negative ion
recombination rate coefficients are about one to two orders of magnitude than electron
recombination rate coefficients, but have not been included because there are no g( -easurements of

I
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negative ion concentrations in fuel-rich flames. There is, however, evidence for the presence of large
negative ions in soot forming flames. Their inclusion would increase the cation concentrations.

The SANDIA flame code, modified to accommodate ions, is being used to calculate ion profiles [3]. The I
ability to input experimental ion and neutral profiles makes it possible to test the ionic mechanism
independent of complications in the neutral mechanism and without concern for calculating the
chemiionization rate which depends on reaction coefficients and concentrations of neutral species which
are not well known. Inclusion of the mechanism of forming ions from neutral species (especially radicals)
previously gave ion concentrations exceeding experimental values [4]. For this set of runs, the
experimental concentration profile of the propargyl and phenyl ion and all of the neutral species involved
in the ionic mechanism, e.g., acetylene, diacetylene, allene, and hydrogen, were used as input profiles,
as was the corrected experimental temperature profile. 3
Figure I shows a comparison between the calculated and experimental maximum ion concentrations. The
arrangement of C and H in the formula indicates the isomer that gave the closest agreement with
experiment. Calculated and experimental ion profiles are compared in Fig. 2. To obtain satisfactory I
agreement between calculated and experimental values we modified the experimental temperature profile
by linearly reducing it from 0% at the burner to 10% at the maximum. Mass 39 for C 3 H 3 + was

interpreted as that of the propargyl cation, C 3H 3 (1)+, rather than cyclopropenium, C 3H 3 (c)+, although I
cyclojropenium is the more stable. The equilibrium ratio of C3H3(0)+/C3H3(c)+ increases from 5 x
10-1Sat 300 K to 0.03 at 2000 K. Future fine tuning will address this problem in more detail.

For most of the ions, the calculated and experimental profiles were in agreement within the accuracy of
the data. The cation C11H9+ measured value exceeded the calculated value by three orders of magnitude.
This led to large discrepancies for C12H9+ and C13H9+. Large cations have many isomers, but the
estimated thermodynamics for those we chose had little effect on the agreement. Arbitrarily increasing
the stability of C11H9+ by 100 kJ, about 10%, achieved the agreement reported in Figs. 1 and 2. The
ion growth paths through even and odd carbon atoms are only loosely coupled.

Our next efforts will be to extend the comparison between calculated and experimental ion concentrations
to 560 u, the maximum for which experimental data are available. We will then return to the problem
of starting the model with neutral reactions; presumably the neutral mechanism will be in better shape
by then so that this can be done. It would be advantageous to remeasure the smaller ion profiles in this
flame and to measure the negative ion profiles.

To better understand the driving force for soot format. e have begun to evaluate the thermodynamics
of the soot formation process including estimating the thermodynamics of a typical soot molecule and
including it in the equilibrium calculation where we previously neglected large polycyclic aromatic I
hydrocarbons. Motivation for our interest is twofold. In some earlier work at AeroChem [5], it was
observed that the threshold soot index, TSI, for a number of fuels occurred at a fixed experimental
temperature which was much lower than the adiabatic flame temperature. This implied that the energy i
which should have gone into raising the gas temperature was expended in producing soot. It would be
unrealistic to assume that radiation was the major factor at the soot threshold. Another motive was to
better understand a problem associated with the ionic mechanism of soot formation. In a fuel-rich system I
the total ion concentration decreases with increasing equivalence ratio until some critical equivalence ratio
beyond the TSI where the cation concentration increases and anions are observed [6]. At this critical
equivalence ratio, the nature of the ions changes and large ions begin to increase with increasing U
equivalence ratio. The question is, why does soot appear when the ion concentration is still falling if ions
are important to the mechanism of soot formation?

Data from the literature on soot yield, acetylene concentration (the assumed soot growth species), and

measured flame temperatures as a function of equivalence ratio were compared with these values

I
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calculated using an equilibrium program which included either graphite or the soot species calculated
above and a selection of large ions and large PCAH species. The choice of graphite or the calculated
soot particle made little difference in the result. This comparison was made for the following systems:
methane/oxygen; propane/oxygen; ethylene/air; benzene/oxygen; toluene/air; and acetylene/oxygen.
Except for acetylene fuel, the experimental and calculated concentrations of acetylene and soot and where
they appear with respect to equivalence ratio, differ dramatically. They both clearly appear at much
lower equivalence ratios than predicted. The ratio of measured to calculated concentrations of acetylene
is especially dramatic, varying from 10 for fuel acetylene to 108 for methane. Results for methane are
presented in Fig. 3. Measured flame temperatures are consistently lower than adiabatic. CO+H 2 on the
abscissa indicates where writing the stoichiometry for combustion leads to CO and H2 . This point is very
important in determining when thermodynamics predicts the appearance of soot formation.

I Since soot is a nonequilibrium product it requires a driving force from a nonequilibrium precursor;
something must be present in excess of equilibrium to initiate the process. For the free radical
mechanism, it is assumed that the hydrogen atom concentration exceeds equilibrium and is the driving
force. The ionic mechanism assumes that chemiions formed in excess of equilibrium are the driving
force. The importance of nonequilibrium acetylene, and presumably diacetylene, concentrations is
apparent from this study. Hydrogen atoms or ions might still play a role, because it has been
demonstrated that the mechanism does not involve the polymerization of acetylene. Since more acetylene
is involved in the growth phase of the ionic mechanism than ions, only one ion per soot particle is
involved, the soot formation process may be written:

d (S00 ) = k x I xA"
dt

K where k is a rate constant, I is the concentration of ions, A is the concentration of acetylene and n is an
integer much greater than 1. Thus both ions and acetylene must be present, and this occurs at an
equivalence ratio where the ion concentration is falling and the acetylene concentration is rising with
increasing equivalence ratio.

The following people have made a major contribution to this program: Drs. R.J. Gill and D.G. Keil
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I
SUMMARY/OVERVIEW:

A simulant fluid is used to study the spray of supercritical fuel injection into high pressure
combustor-like environments. A combined theoretical and experimental approach is employed.
The experiments will identify the regimes of supercritical sprays into combustor-like
environments. The analysis will provide information on the spray regimes from thermodynamic
considerations, and simulation for spray structures.

i TECHNICAL DISCUSSION

A simulant fluid is used to study the spray of supercritical fuel injection into to combustor-like
environments. The simulant fluid is sulfur hexafluoride (SF 6); its critical temperature is 318.7 K
and critical pressure is 37.1 atm. SF 6 was injected into a pressure chamber, filled with N2. The
nitrogen was maintained at near- or super-critical pressures of SF 6 , but at room temperature or
subcritical temperature of SF 6. The pressure chamber is fitted with four viewing windows of 15

I mm by 300 mm in size. The apparatus is shown in Fig. 1. During the experiments, liquid SF 6
was delivered to a feed cylinder (2.5 liters in volume) and pressurized by helium to desired
pressures. Heating of the pressurized SF 6 is accomplished by passing the fluid through a hot

i water bath. A straight-through nozzle with the injector diameter of 135 l.m is used. The spray
chamber and the nozzle assembly were designed by G.L. Switzer (SRL, a Division of
Arvin/Calspan).

I The planar light scattering technique was used for visualization of the spray. The light source is
a He-Ne laser (2 mW); in conjunction with a cylindrical lens, a thin laser sheet is formed. The
laser sheet is position through the center of the spray. The light scattering from the spray isI recorded by a CCD video camera which is positioned at a right angle from the laser sheet.

During the injection of subcritical SF 6 (Pr = 0.91 and Tr = 0.91, where Pr is the reduced pressure
and Tr the reduced temperature) into a subcritical environment, a "usual" spray image is seen, cf.
Fig. 2(a). "Reduced" pressure (Pr') and "reduced" temperature (Tr'), based on SF 6 critical
properties, will be used to denote the nitrogen condition. The chamber temperature is kept
constant throughout the experiments reported here. The nitrogen of Fig. 2(a) is maintained at Pr'

I = 0.85 and Tr' = 0.92. When the SF 6 pressure is increased to Pr = 1.15, but not its temperature, a
similar spray pattern is observed, cf. Fig. 2(b). The chamber pressure of Fig. 2(b) is increased to
Pr' = 1.06; a similar pressure drop across the spray nozzle is maintained, however. When SF 6 isi heated to Tr = 1.00 and Pr kept at 1.12, a slightly longer spray penetration length and a wider
spray angle can be seen from Fig. 2(c), compared to Fig. 2(b), although the pressure drop in Fig.
2(c) is about 25% lower than Fig. 2(b). The chamber nitrogen is maintained at Pr' = 1.06.

I When SF 6 temperature is increased to Tr = 1.03, and keeping Pr = 1.13, a substantial decrease in
spray penetration length is seen, cf. Fig. 2(d). The chamber pressure is at Pf' = 1.07. Under the
condition of Fig. 2(d), the injection process seems to show characteristics of dense fluid mixing.

I
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IFigure 1. Experimental Set-Up
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Figure 2. Light Scattering of Spray Patterns. Injector Conditions (Tr, Pr) and Chamber Pressure I
(Pr') are (Tr, Pr Pr') = (a) (.91, .91; .85), (b) (.91, 1.15; 1.06), (c) (1.00, 1.12; 1.06), (d) (1.03,

1.13; 107), (e) (1.07, 1.10; 1.04), (f) (1.05, .96; 1.03), (g) (1.07, 1.15; 1.13).

The discrete liquid drops typical of spray process is not obvious at the conditions examined. The
"dense fluid" mixing is reproducible, and it is even more evident when the injected SF 6
temperature is further increased, e.g., to Tr = 1.07, shown in Fig. 2(e). The chamber pressure of
Fig. 2(e) is maintained at Pr = 1.04; thus, a similar pressure drop as the condition of Fig. 2 (d) is
maintained.

When the injector (SF 6) pressure is reduced to subcritical pressure, although a supercritical I
temperature is maintained, a narrow spray pattern is seen in Fig. 2(f). The spray penetration
length is much longer than Fig. 3(d) which has a higher SF 6 pressure and a lower SF 6
temperature. The injector pressure drop is also higher in Fig. 3(d). When the injector pressure is
increased to Pr = 1.15, the spray penetration length is reduced, Fig. 2(g). At this condition, the
spray pattern is similar to Fig. 2(d).
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i
The light scattering visualization of supercritical fluid injection into high pressure environments
suggest that the thermodynamic state of the injector fluid is an important physical property.I When both the temperature and pressure are maintained above the critical values of the injected
fluid, the light scattering region is confined to a relatively narrow region in the flow. This
observation suggests that the flow field, except the core region of the jet, seems to be
characteristic of dense fluid mixing.

To assist our understanding of the mixing process in the injection of supercritical fluid, the state
I relationship is obtained based on the adiabatic mixing and isobaric injection assumptions. The

enthalpy departure functions due to compressibility effects are obtained following the Lee-Kesler
formulation, and the mixing rule of Chueh and Prausnitz is used to estimate the binary
interaction coefficients for mixture critical properties. The results based on the injected fluid at
Pr = 1 and Tr =1, and chamber nitrogen at Pr' = 1 and Tr' = 0.94 are shown in Fig. 3. The
prediction shows that when mixture fraction (f) is greater than 0.8, the mixture temperature and
pressure are below its critical values. Conversely, liquid phase may be present in the region of f
> 0.8. This narrow region in mixture fraction space is consistent with the short and narrow core
of the spray image illustrated in Fig. 2 during the injection of supercritical fluids.

S~It must be cautioned that several essential questions need to be answered before a definitive
assessment can be given to the spray regimes resulting from the injection of supercritical fluids.
The first question is the detectability of the light scattering and the effects due to aerodynamici atomnization versus the effects due to the injector thermodynamic states. The question on the
detectability of light scattering will be addressed by employing, simultaneously, the techniques
of laser induced fluorescence (to mark the vapor phase) and light scattering (to mark thedroplets). A better flow control system for the injector fluid will be acquired. This flow system
will deliver the injector fluid at prescribed flow rates, and at desired pressures and temperatures.
Also will be investigated are simulant fluid pairs for better simulation of the fuel injection
process for advanced jet engine considerations.

S300 ,,
Mixture Critical Temperature (K)
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_ Mixture Critical Pressure (bar)
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Figure 3. State Relation of SF6 Injection Into N 2; SF6 at Pr = 1 and Tr =1, and N2 at Pr' = 1 andI Tr' = 0.94.
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I
During the report period, numerical investigation of heat transfer to supercritical fuels is also
conducted. A subcooled fuel inlet state for hexadecane (at 298 K and 14 atm) is considered
under a constant wall temperature condition. The wall temperature is maintained at the critical
temperature of hexadecane (722 K) and the system pressure is maintained at its critical pressure
(14 atm). The purpose of the calculation is to examine the effects on the heat transfer due to
property variations near thermodynamic critical point. The initial results suggest that the heat
transfer effectiveness decreases when it is compared to the calculation using the liquid properties
without corrections for near-critical point behavior. More calculations are needed before we can
reach a conclusive assessment regarding the property effects to laminar forced convective heat
transfer. Calculations to predict the turbulent heat transfer behavior to fluids at a near critical
state will be performed with smooth, as well as rough, heated surfaces, following the conclusion
of the laminar heat transfer study. The rough surface is intended to simulate the fouling in fuel
passages of the jet engines. Unsteady flow calculation will also be performed to evaluate the
effects or enhancements of heat transfer due to flow unsteadiness.

I
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I SUMMARY/OVERVIEW

Knowledge of the size and shai,: of particulates formed in chemically reacting
flows such as hydrocarbon flames or liquid fuel jet systems is significant in various
areas of research and practical applications. Information about the size and shape of
particulates can be used in predicting their growth and oxidation in flame systems.
Production of ceramic and superconducting materials through the aerosol route
requires monitoring of the particle size and shape under flame conditions. On the
other hand, fine particle control in the electronics industry requires reliable
methods for determining the physical properties of particulates. The objective of
this study is to determine the morphology and dynamics of flame particulates under
in-situ conditions utilizing their absorption/scattering and optical anisotropic
properties. In the next section it is shown that the approximate relations for
scattering/absorption cross-section of agglomerated soot particles are accurate to
within 20% and that the depolarization ratios may be used as a diagnostic tool for sootagglomerate characterization under flame conditions.

I TECHNICAL DISCUSSION

The existence of aggomerated soot structures in flame systems has been noted by
several investigators [1-4]. The absorption and scattering cross sections of
agglomerates can be predicted using the integral equation formulation [2-3] and by
approximate, less computationally intensive, relations [5-6]. Recently it was noted
that depolarized light scattering measurements in sooting flames possess the
potential to yield agglomerate morphology information when combined with

scattering/absorption agglomerate and dissymmetry measurements. Limited
calculations of the depolarized components of the scattering field were presented by
Jones [6] and it was concluded that the reciprocity relation is valid, namely it was
inferred that Hv = VH (see Figure 1). Here the subscripts represent the state of
polarization of the incident light beam and the symbols V and H represent the state of
polarization of the scattered beam. More specifically V or v and H or h represent the
vertical and horizontal polarization orientation respectively. The approximate
expression for the extinction cross section of the agglomerate is given as

Ce,a = Np Ce,s

where Np is the number of primary particles in an agglomerate and Ce,s is the
extinction cross section of a single spherical particle having same diameter and
refractive index as the primary particles.

I
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The percentage difference in extinction cross section using the exact [6] and I
apprcximate expression was calculated for different types of agglomerates and
different ranges of agglomerate parameters. Results for straight chain agglomerate
are shown in Figure 2 and 3. With reference to Figure 3 it may be seen that the
percentage error is an increasing function of both real and imaginary part of
refractive index, and is within 14.75%. In Figure 2 it is shown that the percentage
error between the exact and approximate expression of extinction cross section is
within 18%. It is also noted that the difference increases with increasing number of
primary particles whereas it is a weak function of the size parameter. Similar trends
of percentage error are observed for clusters. Specifically, the percentage
difference is below 5% for the range of refractive indices (1.4 5 n 5 20 and 0.4 < k 5<
1.0), the number of primary particles (3 -5 Np 5 30) and the size parameter (0.01 5 xp

5 0.1). For a random chain agglomerate the percentage difference is within 10% and
varies randomly with the size parameter, the number of primary particles and the
refractive index.

The depolarized scattered intensities Hv and Vh were calculated for straight
chains, cluster and random struczures using Jones' model as function of the diameter I
of primary particles, number of primary particles and refractive index. The
refractive indices of the flame soot used in the calculations were those obtained in a
propane oxygen flame (7]. In Figure 3 the Hv to Vh ratio for straight chain is shown I
as a function of the scattering angle for conditions corresponding to different
residence times in premixed propane/oxygen flame. The maximum deviation from
the reciprocity theorem (Hv/Vh = 1.0) varies between -15% and 35%. For clusters the I
maximum deviation was between -15% to 335%. Calculations of Hv to Vh ratio for
random chain as function of the scattering angle and of the primary particle
number (3 -< Np_5 18) (with m = 1.6 + 0.53 i, and dp = 0.0156 Jim) resulted in a 20%
deviation. This result indicates that Hv and Vh when measured independently will
yield independent pieces of data that can be used in the data analysis for morphology
characterization of the agglomerate.

The results of the numerical calculations pointed to the need of experimental
measurements to further study the validity of the reciprocity relations for
agglomerates. It should be noted that in the agglomerate model multiple scattering
between the primary particles was accounted for. Extinction and multiangle light
scattering measurements of polystyrene particles (0.22 micron diameter) dispersed
in purified deionized water were used in the present study. The differential
scattering coefficient of the vertical-vertical polarization at 900, the transmission
and the depolarized scattering coefficient at different angles were measured. The
differential scattering coefficient was determined by an internal calibration
procedure using propane gas [7]. In order to test the light scattering set-up the ratio
of the measured propane and methane differential scattering cross-sections at 900
were compared to previous results [8] before each experimental run.

The measured scattered intensity from the polystyrene suspension normalized
with the scattered intensity at 900, was compared with the Mie theory prediction at
different scattering angles for dilute suspensions. It was observed that reflections
from the scattering cell contributed to the scattered intensities in the forward and
backward scattering directions. The best agreement with the Mie theory predictions
was in the angular range of 600 to 1300.

In order to simulate the effects of multiple scattering, high particle number
densities were used to measure the Hv and Vh components of the scattered intensities
at different scattering angles. Figure 4 shows the measured depolarized scattering
coefficients for Hv and Vh orientation and their ratio as a function of scattering
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angle at transmission level of 19.8%. It was observed that the Hv and Vh intensities
increase with decrease in transmission or increase in number density. Their ratio is
also seen to be function of transmission. Work is underway with smaller polysterene
size particles to further investigate this anomaly.

In summary:

1. The approximate expression for extinction cross section of an agglomerate was
found to be accurate to within 20% irrespective of the type of agglomerate, size
range and number of primary particles.

2. The ratio of the depolarized scattering components (Hv/Vh) was found to depend
strongly on agglomerate parameters and the type of agglomerate.

3. The preliminary experimental results indicate that there is a need for further
investigation of the validity of the reciprocity relations in dense particle
dispersions, and

4. The depolarization ratios may be used as diagnostic tools for agglomerate
* characterization.
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I MECHANISTIC MODELS FOR SOOT FORMATION

AFOSR Contract No. F49620-91-C-0056

Principal Investigators: M. B. Colket, III and R. J. Hall

I United Technologies Research Center
East Hartford, CT 06108

I SUMMARY/OVERVIEW

The overall objectives of this work are to (1) refine and update an existing soot formation
model and (2) with the assistance of M. Smooke, incorporate this soot model into a code
describing a laminar, opposed jet diffusion flame. To help advance the understanding of
chemical limitations of PAH formation in the soot model, hydrocarbons have been
pyrolyzed in a single-pulse shock tube. Benzene production and radiation phenomena have
been modeled in an opposed jet diffusion flame and where possible these calculations have
been compared to experimental results. A sectional aerosol model has been added to the
diffusion flame code as well as related subroutines on soot formation, growth, and
oxidation and the debugging of the code is nearly complete.

TECHNICAL DISCUSSION

A. Pyrolysis of Phenylacetylene

Phenylacetylene (0.25% in a bath of argon) has been pyrolyzed in a single-pulse shock
tube as part of an effort to understand growth reactions, i.e., PAH formation, during the
pyrolysis of hydrocarbons. Products have been analyzed using a gas chromatograph
coupled to a mass selective detector. Light hydrocarbons are principally acetylene,
diacetylene, and benzene.

Several principal product species have a mass 178 amu and the most dominant of these is
believed to be phenanthrene. The less dominant species with this mass are believed to be
isomers of ethynylbiphenyl. Small concentrations of napthalene, diethenylbenzene,
naphthylacetylene, and acenaphthylene are also observed. The lack of anthracene
production supports arguments that phenanthrene formation is kinetically limited and (at
least for the phenylacetylene system) the growth mechanism involves interactions between
aromatic rings and acetylenic species. The dominance of phenanthrene in the mass 178
amu species supports arguments for rapid isomerizations and acetylene elimination steps to
form resonantly stabilized aromatic structures. The lack of substantial concentrations of
pyrene and larger species suggests very rapid reactions between these species and
phenylacetylene causing additional growth.

I B. Benzene Predictions in Methane/Air Diffusion Flames

Last year it was shown that benzene products during the oxidative pyrolysis of methane
was due to reactions between C3Hx species. Using this result a simplified benzene
production model was constructed 1 together with several steps describing benzene5 pyrolysis and oxidation., This mechanism was added to a methane kinetics set (including
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C2-hydrocarbon chemistry) which has been used previously for modeling methane I
opposed jet flames. Benzene profiles were then predicted in an opposed jet diffusion
flame. Peak benzene profiles are shown in Fig. 1 for flames with very low stretch through
extinction. As shown in Fig. 1, as flame stretch increases, benzene production initially I
drops rapidly and then decreases more slowly with increasing stretch. Du, Axelbaum and
Law2 found that the sooting limit occurs in the region of rapid benzene decrease with flame
stretch, and these results are therefore qualitatively consistent with linkage between benzene I
production and soot limits.

Temperatures at the location of peak benzene concentrations are plotted along with peak
flame temperatures in Fig. 2 for flames of varying stretch. This figure indicates that I
benzene production in diffusion flames occurs at temperatures near 1400K, much lower
than 1800K at which benzene was formed in the shock tube experiments on rich methane
oxidation. Since dominant kinetic pathways can be altered by a substantial shift in
temperature, the full kinetics set (all known mechanisms of benzene formation included)
were used to recalculate selected diffusion flames. Under all conditions only trivial
changes were observed in the benzene profile, confirming the earlier result of the I
importance of propargyl species to benzene production in methane systems.

In addition, an attempt was made to model a nitrogen diluted methane studied by Zhang,
Atreya and Lee3 . All major species were predicted well. Shapes of C2-species were
described well but typically peak concentrations were modeled only within a factor of two
to three, perhaps due to the use of only a skeleton C2-hydrocarbon mechanism. Benzene
profiles were predicted very well (shape and peak concentration) although this result may
be somewhat fortuitous due to the inadequacy in the comparison of the C2-species.

In general, these kinetic results are very encouraging for the soot modeling effort in that i
opposed jet diffusion flames can be modeled fairly inexpensively with chemistry describing
species as large as benzene. For example, in order to determine benzene concentrations,
etc., as a function of strain rate, 567 flames were calculated in 12 hours using an IBM I
RS6000 workstation.

C. Radiative Transfer in Sooting Opposed Jet Flames

Our previous investigations of radiative transfer in non-sooting opposed jet flames showed
that, for realistic values of strain rate, up to 5% of the flame enthalpy release could be
converted to thermal radiation. The accompanying reduction in peak flame temperatures I
gave rise to substantial reductions of about 33% in the peak NO concentrations 4 - At very
low strain rates and high pressures, where the pressure-flame width product can be one
atm-cm or more, it was shown that optical thickness effects can become important and an I
expression was derived for self-absorption 5 . Radiative loss effects can be particularly large
in sooting flames. To assess the effect in sooting opposed jet flames, the gas band
expressions for the net cooling rate have been extended to include soot. The problem has
traditionally been a difficult one because of the overlaps between the broadband soot
absorption profile and the molecular resonances. Net gas cooling results from radiative
emission minus self-absoprtion. The self-absorption term has been derived from a solution
for the radiative intensity by taking hemispherical and wavelength averages. The result is a
semi-analytical expression for the net cooling rate in which the emission is offset by soot
and gas self-absorption, and by soot-gas radiative interchange 6 . Figure 3 shows the
calculated radiative loss in a model sooting diffusion flame in which a band of soot has I
been synthetically inserted between the flame and the stagnation plane, and the peak soot
volume fraction varied parametrically. The flame is at 10.5 atmospheres and the strain rate
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is 20 sec- 1; the fuel and oxidizer temperatures have been chosen to give a peak flame
temperature approximating that of jet fuel4 . The assumed location of the sooting region is
such as to produce an effective radiation temperature for the soot of about 1500K, about
900K cooler than the peak flame temperature. Gas band self-absorption is important at this
combination of pressure and strain rate. For peak soot volume fractions in excess of

I Uroughly 10-5, soot radiative transfer begins to dominate, and predicted radiative loss
fractions rise to the level of 20%. At the highest volume fractions, the reduction in
temperature in the sooting region is large enough to raise the possibility of strong
interactions between soot growth and soot radiation. These effects are, however, strongly
sensitive to the presumed location and radiative temperature of the soot. A self-consistent
analysis will be provided by the coupled soot growth-opposed jet flow code whose
development is described below.

D. Coupling of Soot Growth Model and Opposed Jet Flow Code

The soot growth equations have been programmed into an opposed jet flow solver, and
debugging is proceeding. The dynamical equations for the particulate concentrations
include nucleation coupled to the benzene production rate, particle coalescence, surface
growth, and oxidation. This work marks the first time that particle sectional growth
equations have been coupled to the conservation equations for a diffusion flame. Particle
diffusion and thermophoresis velocities in the free molecule regime have been included.
The first set of calculations have been based on a perturbation approximation in which
particle thermochemistry and depletion of gas phase species like acetylene by surface
growth are assumed to be small. The next stage will include these effects, as well as
radiative loss.I
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I COMPUTER SIMULATION OF MOLECULAR INTERACTIONS
IN SUPERCRITICAL SOLVENTS

I (AFOSR GRANT NO. F49620-93-1-0040)

Principal Investigator: Pablo G. Debenedetti
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I
SUMMARY/OVERVIEW

The cooling requirements of future aircraft are expected to be sufficiently
demanding as to require the fuel to operate at supercritical conditions. Currently, there is a
lack of fundamental understanding of key aspects of the behavior of fluids and their
mixtures at supercritical conditions (e.g., molecular interactions, solvation mechanisms,
transport properties, reaction kinetics, and mechanisms of nucleation and particle growth).
A large body of experimental [1-7], theoretical [8-10] and computational [11-12] evidence
suggests that in so-called attractive [13] supercritical mi .1ures, the local environment
surrounding solute molecules (microstructure) differs appreciably from the bulk. The goal
of this project is to investigate solute-solute, solute-solvent, and solute-cosolvent molecular
interactions at supercritical conditions using computer simulations and theoretical
calculations, and to compare the calculations with spectroscopic probe experiments of
solvation dynamics at supercritical conditions. The work reported here is a theoretical
investigation, via integral equations, of the microstructure around solute molecules in dilute
supercritical mixtures, and its relationship to solubility.

I
TECHNICAL DISCUSSION

Two binary Lennard-Jones mixtures were studied: one, attractive (in which a large
solute molecule having a relatively large characteristic interaction energy is dissolved in a
smaller, more weakly interacting solvent); the other, repulsive (in which a small solute
molecule is dissolved in a larger, more strongly interacting solvent) [13]. Both systems
were studied at high dilution, at supercritical temperature, and over a broad range of
reduced densities (0.33 < p/pc < 1.6 for the attractive system; 0.33 < P/Pc < 2.3 for the
repulsive one). The attractive system exhibited significant short-ranged solvent enrichment
around the solute. In contrast, the repulsive system exhibited solvent depletion. The
solute's fugacity coefficient (whose reciprocal is proportional to the solubility enhancementwith respect to ideal gas behavior) was calculated as a function of a variable distance cutoff,
beyond which the mixture was assumed to be uniform. The value of the cutoff beyond
which no further changite fugacity coefficient results is thus an unambiguous measure
of the size of the local region around solute molecules that is important for solubility. Over
the range of conditions studied here, this quantity ranged from 3 to 5 solvent diameters for
the attractive mixture, with the maximum occurring close to the solvent's critical density.
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The intermolecular potential parameters for the two model mixtures used in this U
study are given in Table 1.

Table 1: Lennard-Jones Potential Parameters for Model Mixtures()b)

Mixture Interaction OCkI 1k I
Attractive Solute-solute 6.199 554.4

Solvent-solvent 3.794 225.5
Solute-solvent 4.996 353.4

Repulsive Solute-solute 2.820 32.8
Solvent-solvent 4.047 231.0
Solute-solvent 3.433 87.0

(a) The asymmetry of the attractive mixture corresponds to naphthalene (solute) in carbon dioxide I
(supercritical solvent). The asymmetry of the repulsive mixture corresponds to Neon (solute) in Xenon
(supecritical solvent).

Mb) The Lennard-Jones potential is given by #r) = 4e [ (a/r)12 _ (air)6 ]. I
I

For each of these mixtures, calculations were performed using the Percus-Yevick
closure [14] of the Ornstein-Zernicke equations, and the Gillan-Labik numerical technique U
[15-16] to solve the resulting system of equations. To simulate infinite dilution, the solute's
mole fraction was fixed at 10-9. All calculations were done at a reduced temperature of 1.07
with respect to the solvent's critical point. The critical density and temperature of the I
Lennard-Jones fluid in the Percus-Yevick approximation are pa 3 = 0.28 and kT/e = 1.31,
respectively.

Figure 1 shows the solute-solute pair correlation function for the attractive mixture
(hence naphthalene-naphthalene). Particularly noteworthy is the very high first peak, which
attains its maximum value at a reduced density of 0.58 (with respect to the solvent's critical
density). Figure 2 shows the relationship between local and bulk densities around solute
molecules within three solvation shells, also for the attractive mixture. Note the broad rangeof bulk densities within which the local density is substantially higher than in the bulk.

In sharp contrast with the solvent enrichment around the solute for attractive
mixtures, Figure 3 shows the relationship between local and bulk Xe densities around Ne.
Here, a local density at a particular radial location denotes the average density within the
given sphere. Note the remarkable correlation hole at near-critical density. This is a highly
unusual feature, insofar as correlation holes normally occur only in structured, complex
molecules at very high density, due to packing constraints.

The most significant result of this study is sh wn in Figure 4. It depicts the size of
the region needed to recover a given percentage of the true fugacity coefficient. Note the
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-U peak around the critical density. This is an unambiguous determination of the size of the
local region that contribute to solvation.

--I In the attractive mixture, the microstructure is solvent-rich with respect to the bulk.
This enrichment persists even when the solvent's density is averaged over three solvation
shells, and is more pronounced in the reduced density range 0.5 < p/p < 0.8. While the
magnitude of the density enhancement in the first solvation shell is unrelated to proximity to
the solvent's critical point, the persistence length of this density perturbation is directly
affected by the growth of the correlation length. In the repulsive mixture, the microstructure
is solvent-lean. Deviations between local and bulk conditions are particularly pronounced at
the solvent's critical density.
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BREAKUP AND TURBULENCE GENERATION IN DENSE SPRAYS

(AFOSR Grant No. F49620-92-J-0399)

Principal Investigator: G.M. Faeth

218 Aerospace Engineering Building
The University of Michiganj Ann Arbor, Michigan 48109-2140

I SUMMARY/OVERVIEW

Secondary drop breakup and turbulence generation by drops are being studied. Work on
secondary drop breakup has yielded the regimes, dynamics and outcomes of drop deformation and
breakup, using pulsed holography and photography. It was found that deformation and breakup
are inhibited by liquid viscous forces at the high Ohnesorge numbers (which are reached as drops
approach their thermodynamic critical points). Current work is emphasizing the dynamics of
deformation/drag interactions and phenomena responsible for the initiation and termination of drop
breakup. Work on turbulence generation has shown that drop-generated turbulence differs from
conventional turbulence and suggests that the properties of this flow involve a stochastic
combination of randomly-arriving drop (particle) wakes. Thus, current work is concentrating on
the properties of low Reynolds number wakes (typical of conditions in dense sprays) in both
nonturbulent and turbulent environments.

TECHNICAL DISCUSSION

Introduction. Past work on the structure of dense sprays has highlighted the importance of
secondary drop breakup and turbulence generation by drops (Faeth, 1990; Ruff et al., 1989, 1991,
1992; Tseng et al., 1992a,b,; P.-K. Wu et al., 1991, 1992, 1993). Work under the present
investigation is studying these processes as discussed in the following.

Secondary Drop Breakup. Studies of liquid atomization have shown that drops produced
by primary breakup generally are unstable to secondary breakup (Ruff et al., 1989, 1991, 1992;
P.-K. Wu et al., 1991, 1992, 1993). Thus, secondary breakup is being studied during this phase
of the investigation, see Hsiang and Faeth (1992, 1993) for initial findings.

The breakup of individual drops is being observed within a windowed shock tube. Flash
cinematography and pulsed holography are used to observe the dynamics and outcomes of
breakup, while phenomenological theories are used to interpret the measurements. Various drop
generating techniques are used to create drops having a range of viscous/surface tension forces (or
Ohnesorge numbers): vibrating capillary tube with electrostatic selection for low Ohnesorge
numbers and acoustic levitation of diluted viscous drops for high Ohnesorge numbers.

The levitation system has allowed us to extend our earlier deformation and breakup regime
map up to Ohnesorge numbers of roughly 1000. The new map, showing the regimes as a function
of Weber and Ohnesorge numbers for liquid/gas density ratios of 580-12000, appears in Fig. 1. It
is evident that both deformation and breakup are inhibited at high Ohnesorge numbers, implying
reduced tendencies for drops to shatter as they approach their thermodynamic critical points.

Earlier problems with drop size distributions after shear breakup (Hsiang and Faeth, 1992)
were resolved by treating the core (drop-forming) drop separately from the drop population; then,
drop sizes after breakup always satisfy the root-normal distribution with MMD/SMD = 1.2. The
velocity and size of the core drop after shear bj-eakup were correlated successfully by considering
drop motion during breakup and observing that the Ei5tvbs number at the end of drop stripping was
a constant, Eo = 16 (notably, this value is nearly the same as at the onset of breakup for gradual
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I
disturbances). The relative velocities of drops are reduced significantly during secondary breakup
(30-70%, depending on drop size) due to the large drag coefficients of the deformation stage and
the reduced relaxation times of smaller drops. These effects were correlated successfully for all I
three breakup reginxs, as illustrated in Fig. 2, based on simplified analysis of drop motion. These
considerations also provide a crude estimate of core drop velocities as illustrated in the figure,
however, specific results for core drops provide more accurate estimates (Hsiang and Faeth, I
1993). The results show that drop Weber numbers after secondary breakup can exceed values
associated with the onset of breakup for abrupt disturbances, however, Ebtv6s numbers are
smaller than values associated with the onset of breakup for gradual disturbances.

Current work is considering effects of density ratio on deformation and breakup,
emphasizing low liquid/gas density ratios characteristic of high-pressure spray combustion. This
involves measurements and analysis of deformation and drag prior to breakup, as well as breakup I
outcomes.

Turbulence Generation. Turbulence generation by drops controls turbulence properties in
dense sprays (Faeth, 1990; Ruff et al., 1989, 1991, 1992). Drop generated turbulence differs
from conventional turbulence; however, stochastic analysis based on the random arrival of drop
wakes appears to be promising for describing the flow (Parthasarathy and Faeth, 1990; Mizukami
et al., 1992). This approach requires information about drop wakes in turbulent environments I
which is not available in the literature; thus, current work is studying these wake properties. Initial
results for nonturbulent and turbulent environments appear in J.-S. Wu and Faeth (1993a,b).

Wakes in nonturbulent environments (turbulence intensity < 0.5%) exhibit classical 3
turbulent and laminar wake regions (J.-S. Wu and Faeth, 1993a). In contrast, wakes in turbulent
environments (turbulence intensities _ 4%) exhibit only a laminar-like turbulent wake region that
has not been observed before (J.-S. Wu and Faeth, 1993b). Distributions of mean streamwise
velocities, u, are plotted in Fig. 3 as a function of radial distance, r, at various streamwise
distances, x, from the virtual origin, xo - see J.-S. Wu and Faeth (1993b) for other notation.
Although these wakes are turbulent, it is seen that they scale like self-preserving laminar wakes.

The main difference between laminar and laminar-like turbulent wakes is that the latter have
enhanced effective viscosities, vt, due to the presence of turbulence. This behavior is illustrated in I
Fig. 4 where vt, normalized by the molecular viscosity, v, is plotted as a function of the sphere
Reynolds number, Re. Values of vt/v are independent of position in the wake but increase with
increasing Re. Additionally, vt/v exhibits low and high Re regimes, with transition between those I
regimes for Re in the range 300-600. This transition appears to be related to the onset of vortex
shedding from the spheres, which begins at Re ca. 300. 1

Results in Figs. 3 and 4 are limited to an ambient turbulence intensity of 4%. Thus, current
work is considering effects of ambient turbulence intensity on vt/v, the appearance of the laminar-
like turbulent wake region, and the properties of the final decay of laminar-like turbulent wakes. |
The first application of these results will be to gain a better understanding of turbulence generation
and to evaluate the stochastic theory for this flow.

REFERENCES

Faeth, G.M. (1990) Twenty-Third Symposium (International) on Combusi on, The Combustion
Institute, Pittsburgh, 1315-1352. 1

Hsiang, L.-P. and Faeth, G.M. (1992) Int. J. Multiphase Flow, 18, 635-652.

IHsiang, L.-P. and Faeth, G.M. (1993) -nt. J. Multiphase Flow, submitted.

- 188-,



Mizukami, M., Parthasarathy, R.N. and f-aeth, G.M. (1992) Int. J. Multiphase Flow, 18, 397-I 412.
Parthasarathy, R.N. and Faeth, G.M. (1990) J. Fluid Mech ., 220, 485-537.

Ruff, G.A., Sagar, A.D. and Faeth, G.M. (1989) AIAA..L 27, 901-908.

Ruff, G.A., Bernal, L.P. and Faeth, G.M. (1991) J. Prop. Power 7, 22 1-230.

I Ruff, G.A., Wu, P.-K., Bernal, L. P. and Faeth, G.M. (1992) J. Prop. Power, 8, 280-289.

Tseng, L.-K., Ruff, G.A. and Faeth, G.M. (1992a) AIAA J., 30, 1537-1544.

Tseng, L.-K., Wu, P.-K., and Faeth, G.M. (1992b) J. Prop. Power, 8, 1157-1166.

Wu, J.-S. and Faeth, G.M. (1993a) AIAA J., in press.

Wu, J.-S. and Faeth, G.M. (1993b) AIAA I., submitted.

I Wu, P.-K., Ruff, G.A. and Faeth, G.M. (1991) Atom. Sprays, 1, 421-440.

Wu, P.-K., Tseng, L.-K. and Faeth, G.M. (1992) Atom. Sprayvs, 2, 295-3 17.
Wu, P.-K. and Faeth, G.M. (1993) Atom. Spray, inpes

I 1 1 1 1 1 [ fI I I I I III ) f ill 1 1 1 1 1 1

LIQUID LIQUID SOURCE

GLYCEOL 2% & LYCERL 995% vLANE (1951I 1
GLYCEROL ___63 ___vMERCURY ____________________

GLYCEROL ?%0 200FLUID KRZECZKOWSKI (1985)--
GLYCEROL 84% 9 PRESENT

103 pt /P' -580-1200
L~J

SHAR BREAKUPV

10%~ DEDEOOMAMONIO20

cr100 )20FRATON5

5%~~~ ( EOMTION(0

DEOMTOHNESR NMEI Fi . 1 Drop def rmaton nd b eak p re ime mapI0(DFRATO 0
1 -18----DFRAN5



;AT ; It 0

GLYCEROL 42%GLYCEROL 63% °.

n-B4EPTANE

E0 THYL ALCOHOL 0
-O DARqKENED SYM DENOTE

CORE DROPS DENOTE

N * I0

/ CORRELAJiON

'0-I I
I (6' 0 1

I/I
Fig. 2 Correlation of drop velocities atrsecondary breakup as a function of drop size.

A.E 0=7 omSYM a (MM)

00-- ,

I

g~a. 0 330 '045 u1 jia. 4%cc -. 30m, 
.

07./U.0 3%

1. 0LOW-Re HIGH-ReREGIME REGIME{I of . v a./di

S20 6, $-as .2
-SS :_23 e:". : 15o -. e• ýTRANSITIO0N

0 $40 S t.25 REGIME
05i

[(xx.)d" ReIQd/

" ,2 " 0 2 12 %O

Fig. 3 Mean streamwise velocities in the Fig. 4 Variation of turbulent viscosity 1
laminar-like turbulent wake region. with sphere Reynolds number.

1- 190- 3



DEVELOPMENT OF PREDICTIVE REACTION MODELS OF SOOT FORMATION

I (AFOSR Grant No. 91-0129)

I Principal Investigator: M. Frenklach
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Department of Materials Science and Engineering
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I
SUMMARY/OVERVIEW:

I The ultimate goal of this program is to develop a predictive reaction model for soot formation
in hydrocarbon flames. The specific objectives of the current 3-year study are to extend the
modeling efforts to computer simulation and analysis of more complex sooting phenomena and
to further refine the underlying reaction mechanism of soot formation. During the past year,
progress has been made in the following areas: (1) The computational -+udy of sooting limits in
laminar premixed flames was completed. It was found that the critical equivalence ratios for
soot appearance, both the absolute values and temperature dependencies, can be predicted fairly
close to the experimental observations. Sensitivity and reaction-path analyses were performed to
examine the factors responsible for the predicted behavior. (2) New estimation techniques were
developed and applied for calculations of standard-state enthalpies of formation and binary
gaseous diffusion coefficients of polycyclic aromatic hydrocarbons (PAILs) and their radicals,
thus providing critical information for accurate modeling of soot formation in flames.
(3) Theoretical studies of a bench-mark ion-molecule reaction were completed. (4) Computer
simulations of the effect of pressure on soot formation were initiated.

I TECHNICAL DISCUSSION

3 Detailed Simulation of Sooling Limits in Laminar Premixed Flames

The critical equivalence ratios were determined for several atmospheric laminar premixed
flames of C2-fuels: ethane, ethylene and acetylene. The value of the critical equivalence ratio,
0c, for a given fuel and a given maximum flame temperature, Tm, was determined by computing
flames with different equivalence ratios. The maximum flame temperature in these runs was
maintained approximately the same by adjusting, similarly to the experiment, the amount of N2

in the mixture. For each of the fuels, at least two series of flames were simulated, each at a
different maximum flame temperature, in order to test the temperature dependence predicted for4c.

The numerical simulation of soot particle formation was performed in two stages: first, the
production of the initial PAH species; and second, PAH further growth and nucleation and
growth of soot particles. In the first stage, PAH formation up to coronene was simulated in a
burner-stabilized flame configuration with a specified temperature profile and flow rate. The
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maximum temperature reached in the free-flame simulation, with a given 0, was matched to the
corresponding experimental value measured by Harris et al. 1. The adjustment of the maximum
flame temperature was accomplished, similarly to the experiment, by varying the amount of N2  U
present in the mixture, but not necessarily equal to the experimental level of dilution, and being
typically 5% higher in N2 mole fraction. In the second stage, the profiles of H, H2, C2H2, 02,
OH, H20 and acepyrene (A4R5) obtained in the flame simulation were used as input for the
simulation of the growth of PAHs beyond acepyrene by the technique of chemical lumping and
the soot particle nucleation and growth by a method of moments.

The critical equivalence ratios determined in this manner for the three fuels are displayed in
Fig. 1, where they are compared with the experimental data of Harris et al. 1 As can be seen in
this figure, the computed critical equivalence ratios follow the correct temperature dependence
for each fiuel, i.e., the critical equivalence ratio increases as the flame temperature increases, and
the correct dependence on fuel type, for a constant flame temperature Tm, i.e., acetylene soots
earlier than ethylene which soots earlier than ethane. The quantitative agreement between the
computed and experimental values of Oc is also reasonable, considering the lack of the precise
experimental data for model input and boundary conditions, uncertainties in the model
parameters, and the fact that the reaction mechanism was adopted from the previous study2

without any adjustments.

Tm (K)
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Figure 1. Comparison of the computed and experimentally determined critical equivalence ratios
O for ethane, ethylene and acetylene flames, as a function of the maximum flame
temperature Tm. The open symbols represent the experimental data of Harris et al.,1

solid lines-linear fits to the experimental points, and solid symbols-the present
computational predictions.
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The analysis of the computational results strongly suggested that the appearance of soot and
hence the sooting limits in these flames is controlled by two factors: concentration of acetylene
and the growth of PAHs. The second factor-the PAH build-up--is limited by the rise in flame
temperature towards the end of the main reaction zone. The oxidation of PAHs, the molecular
precursors to soot particles, was not found to be a controlling factor. This does not mean,
however, that hydrocarbon oxidation does not play a role in soot formation. On the contrary,
oxidation of pre-aromatic-ring species, like C2H3 by 02, determines to a great degree the
concentration level of phenyl, the first aromatic ring. Also, the oxidation of PAHs by OH begins
to be more pronounced in locations away from the main flame zone, where OH becomes the
dominant oxidant.

j Evaluation of the Enthalpies of Formation of PAH Molecules and Radicals

As part of the ongoing efforts on soot formation model development and refinement, the
enthalpies of formation of polycyclic aromatic hydrocarbon (PAH) molecules, radicals and
substituted aromatics were investigated. The enthalpy data used in previous and current
modeling efforts have been mainly derived from Benson's group additivity method. Recent
results from ab initio quantum mechanical calculations have shown that for large peri-condensed
PAHs, the enthalpies of formation predicted by the group additivity method could be off by as
much as 10 kcal/mol. 3 The objective of our work was to determine accurately the enthalpies of
formation for the major aromatic species involved in the growth of PAHs and soot in high-
temperature environments. These species include PAH molecules up to 3-circumcoronene, PAH

I radicals up to coronyl, and some substituted aromatics.

A method for accurate and economical estimation of the enthalpies of formation for
benzenoid aromatic species was developed which combines semiempirical quantum-mechanical
calculations with group corrections. In this method, the deviation between experimental and
calculated enthalpies of formation is partitioned into structural groups. The general idea is to use
a calculation method which is computationally less demanding than quantum ab initio but
physically more realistic than group-additivity calculations, and then to correct the results using a
group-additivity scheme for the numerical inaccuracy of the semiempirical quantum-chemical
method. The advantage of this approach is that it can be applied consistently to both moleculesI and radicals. The obtained with this method standard-state enthalpies of formation compare well
with the experimental data and with the results of ab initio quantum-mechanical calculations
available in the literature. The calculated enthalpies of formation for large peri-condensed
aromatic molecules are extended smoothly to the limit of a graphite monolayer.

The developed method was also applied to examine the stability of aryl radicals as functions
of molecular size and radical position, which indicates that the strength of aryl-H bond is
essentially independent of molecular size, but dependent on the neighboring geometry of the C-
H bonds. Smaller aryl-H bond strengths are predicted for the C-H bonds situated in the bay
region of the aromatic molecules and are the results of larger steric repulsion between the
neighboring H atoms.

Transport Properties of Polycyclic Aromatic Hydrocarbons

Diffusion of gaseous PAHs is an important process that significantly affects the results of
numerical simulations of soot formation in hydrocarbon flames. Although several empirical
correlations are available for estimation of diffusion coefficients of aromatic compounds, they

I - 193-



are not easy to implement in the computer codes now in use by the combustion community. The
common practice is to compute transport properties, including diffusion coefficients, through the
parameters of Lennard-Jones 12-6 (LJ) potential, and hence the LJ collision diameters a and i
potential energy well depths r, specified for individual chemical compounds, serve as input to
flame codes. Such approach assures not only consistency among various transport properties,
such as gaseous viscosities and thermal conductivities, but also consistency in evaluation of I
transport properties with calculations of reaction rates, such as those encountered in coagulation
of PAH species.

A method was developed for systematic evaluation of the Lennard-Jones parameters for PAH
compounds, in which correlations for these parameters are derived using a group contribution
technique for critical temperatures and pressures and the Tee-Gotoh-Stewart correlations of
corresponding states. The Lennard-Jones self-collision diameters and well depths of 29
polycyclic aromatic hydrocarbons were estimated using this approach and are shown to correlate
with the molecular weights of aromatics. The correlation obtained for the self-collision I
diameters exhibits the one-third power in the molecular weight, indicating that, due to rotation,
planar gaseous PAH molecules behave like spherical particles. The gaseous binary diffusion
coefficients of aromatics in common gases were calculated with Chapman-Enskog equation
using the estimated Lennard-Jones parameters and were found to compare well with the available
experimental data and the predictions of one of the most reliable empirical approximations. 3
Semiempirical Quantum-Mechanical and RRKM Studies of Reaction C8H7+ + C2H2 -+ CIoH9+

The title reaction is one of the key steps in the mechanism proposed by Calcote and U
coworkers. 4 Seven major isomers for the CloH 9+ adduct and 11 possible product channels were
identified in our study, indicating the complexity of the reaction. The energetics and molecular
parameters of the reactants, intermediate species, products, and transition states were evaluated i
using the semiempirical quantum-mechanical AMI method. The rate coefficients and their
pressure and temperature dependence were then calculated using the RRKM theory with a full
consideration of angular momentum conservation. The microscopic rate coefficients for the
reaction channels involving the dissociation of the energized complexes were determined with
the microcanonical variational transition state theory. The RRKM calculations were performed 3
at a pressure of 20 torr for temperatures from 300 to 2000 K. These conditions are the same as
those assumed in our previous kinetic modeling study of ion formation in flames. The major
results of this study can be summarized as follows. At temperatures below 1000 K, the overall 3
rate coefficient is equal to that of the Langevin limit, 6W10 14 cm 3mol-[s-1. However, at flame
temperatures (1500K < T < 2000K), the overall rate coefficients are more than an order of
magnitude lower than the Langevin limit. The latter result suggests that the rate coefficients U
used in the reaction model of ion formation proposed by Calcote and coworkers4 may be an
order of magnitude too high.

REFERENCES
1. Harris, M. M., King, G. B. and Laurendeau, N. M., Combust. Flame 64, 99 (1986); 67, 269 (1987). I
2. Frenldach, M. and Wang. H., Twenty-Third Symposium (International) on Combustion, The Combustion

Institute, Pittsburgh, 1991, p. 1559.
3. Disch, R. L., Schulman, 1. M., and Peck, R. C., J. Phys. Chem. 96,3998(1992).
4. Calcote, H. F. and Gill, R. J., "Computer modeling of soot formation comparing free radical and ionic

mechanisms," Final Report to AFOSR, TP-495, 1991.
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I SUMMARY/OVERVIEW

This research is concerned with the development of a laser-based diagnostic technique for
the measurement of minor species concentrations in turbulent flames called picosecond
time-resolved laser-induced fluorescence (PITLIF). Current diagnostic techniques have the
capability to measure probability distribution functions (PDFs), but in many cases they lack the
temporal resolution needed to measure power spectral densities (PSDs). The P=TLIF instrument
employs a high repetition rate mode-locked laser which gives it the temporal resolution and power
necessary to rapidly obtain PSDs in addition to PDFs. The specific objective of this project is to
develop the PITLIF instrument and to demonstrate its viability for obtaining PDFs and PSDs of
concentration in turbulent flames.

TECHNICAL DISCUSSION

Turbulent flames are characterized by random fluctuations in flow variables such as velocity
or concentration.1 These fluctuations must be described statistically using PDFs and PSDs.
Laser-induced fluorescence (LIE) is commonly employed for measurement of minor species
concentrations.' Typically, CW or Q-switched laser systems are employed for LIF measurements
of PDFs, but these systems lack the power and temporal resolution necessary to measure PSDs
of concentration in turbulent flames. We report here on current investigations with picosecond
time-resolved laser-induced fluorescence (PITLIF), a new diagnostic technique which has the
potential to rapidly and simultaneously measure both PDFs and PSDs of concentration in a
turbulent flame.

A block diagram of the P=TLIF instrument is shown in Figure 1. The laser system consists
of a broadband dye laser synchronously pumped by a mode-locked frequency-doubled Nd:YAG
laser. The laser system delivers a series of mode-locked laser pulses of approximately 50 ps
FWHM at a repetition rate of 82 MHz. The laser system irradiates a region of the flame, and
through interaction with atoms or molecules in the flame, light is absorbed and spontaneously
emitted. The detector, a photomultiplier tube, measures some of this emitted light. The output
of the detector is fed into two parallel data acquisition channels. The low-bandwidth acquisition
system uses a low-pass filter to filter out individual laser pulses and records the integrated
fluorescence signal which provides a measure of the low frequency (<10 kHz) fluctuations in the
LIF signal. The high-bandwidth acquisition system (0-2 GHz) has the temporal resolution
necessary to record each laser pulse, and thus can be used to measure the lifetime of the decay
for the excited state. Thus, when the high-bandwidth system is used in conjunction with the

'J. 0. Hinze, Turbulence, McGraw Hill, New York (1975).
2M. C. Drake and R. W. Pitz, "Comparison of turbulent diffusion flame measurements of OH by
planar fluorescence and saturated fluorescence", Experiments in Fluids. 3,283 (1985).
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I
low-bandwidth system, the P=TLIF instrument can be used to measure concentration fluctuations
in systems where the variation in quenching is large.

The output of the low-bandwidth acquisition channel (SF) is
SF= TIWIAtA 2I VTNO

where qi is the instrument efficiency, W12 is the rate coefficient for stimulated absorption, At is
the temporal width of the laser pulse, A21 is the rate coefficient for spontaneous emission, V' is m
the collection volume, No is the initial number density, and T is the excited state lifetime? All of

the terms can be determined through calibration except T and No. Thus, evaluation of No requires
that T be determined using the high-bandwidth acquisition channel.

Current investigations with the PITLIF instrument have been concerned with
non-concurrent low- and high-bandwidth data acquisition. We have elected to study atomic
sodium seeded into a laminar diffusion flame. The burner employs a concentric tube diffusion I
design in which hydrogen flows through a circular tube, and an oxygen/argon mixture flows
through a surrounding annulus. Sodium is seeded into the oxygen/argon mixture using an
atomizer. The fluctuations in sodium are caused primarily by the atomization process. However,
using this simple flame, we are able to demonstrate the utility of the technique for systems where
concentration fluctuations are caused by turbulent mixing in the flame.

The low-bandwidth system has previously demonstrated its utility for obtaining the PDFs
and PSDs of sodium concentration. Five records of 5000 points collected at 2 kHz have proved
sufficient to characterize the turbulent statistics of the signal. The high-bandwidth portion of the
P=TLIF instrument enables measurement of the local quenching environment. Each laser pulse
induces a fluorescent decay which is depicted in Fig. 2. The instrument response to Rayleigh I
scattering from the laser pulse is also included in Fig. 2. Data was acquired using random
equivalent time sampling at an effective 20 Gsamples/s. The waveforms in Fig. 2 were smoothed
using a digital n-pole filter with a time constant of 700 ps after averaging over 500 waveforms.
The FWHM of the laser pulse is approximately 2 ns while that of the fluorescence decay is
approximately 6 ns. Since the instrument response time is on the same order of magnitude as the
lifetime of the decay, a convolute-and-compare technique must be utilized to obtain the lifetime.

The lifetimes measured using the convolute-and-compare technique ranged from 2 to 4 ns. I
The lifetime of sodium in a premixed Hý/O2/Ar flame depends strongly on equivalence ratio with
maximum lifetimes occurring near stoichiometric conditions.4 Lifetimes measured across the
radius of the flame at a height of 10 mm above the burner are displayed in Fig. 3. The lifetime I
is found to vary with radial location, with the maximum located approximately 2 mm from the
center of the burner, where near stoichiometric conditions exist.

The excited state lifetimes are necessary to obtain the number density of the atom or molecule
under study. This is seen in Fig. 4, which compares uncorrected sodium number densities with
those corrected for quenching on a relative basis. The values are based on the mean fluorescence
signals for the various locations in the flame. To demonstrate the effect of collisional quenching,
the uncorrected value obtained at x - 10 mm and r - 0 mm was normalized to unity and all I
subsequent positions were normalized with respect to this point. Similarly, all relative number
densities corrected for quenching were normalized relative to the value found at x - 10 mm and

S-0 mm. As seen in Figure 4, the effect of collisional quenching is non-uniform across the flame, I
and thus local measurements of this quantity are vital for accurate number density measurements.

We have demonstrated that the variations in the quenching environment can be measured
utilizing the high-bandwidth system in a random equivalent time sampling mode. These
measurements make it possible to correct the concentration measurements for collisional I
quenching. Future work will focus on the development of real-time acquisition for the
high-bandwidth system, as well as adapting the measurement system to enable OH concentration
measurements. 3
' B. D. Thompson, 'Flame measurements using picosecond time-resolved laser-induced
fluorescence", M.S. Thesis, Purdue University, W. Lafayette, IN (1992).
4 N. S. Ham and P. Hannaford, "Direct observation of lifetimes of excited atoms in a flame at
atmospheric pressure", J. Phys. B: Atom. Molec. Phys. 12, L199 (1979). 5
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Fig. 1 Block diagram of the PITLIF instrument.
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Fig. 2 Typical fluorescent decay induced by the picosecond laser. The instrument response to a

scattered laser pulse is also shown. Each waveform was obtained using random equivalent
time sampling averaged over 500 waveforms and smoothed using a n-pole Bessel filter.
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SUMMARY/OVERVIEW
The objective of this work is to provide high-resolution information on the fundamental trans-

port processes in convective multicomponent droplet vaporization, by combining the predictions
of detailed numerical models and an experimental program conducted at the National Institute
of Standards and Technology. Laser light slicing and fluorescence measurements are employed to
analyze flow patterns developed within liquid droplets exposed to steady gaseous streams. During
the first phase of the work large needle-suspended droplets were examined in order to fine-tune the
experimental techniques. Our measurements consistently revealed complex, shear-induced, droplet
internal circulation patterns. These observations suggest that droplet rotation might be an impor-
tant parameter in droplet dynamics. Electrodynamically levitated droplets of 100 •m diameter are
currently being examined in order to produce flow patterns within droplets of sizes characteristic
of spray combustion systems.

TECHNICAL DISCUSSION
Shear-induced circulation within vaporizing liquid droplets exposed to gaseous streams is a long-

debated issue. Numerical models have demonstrated the occurrence of droplet internal circulation,
and have provided substantial insight. However, the comparatively slow development of relevant
experimental diagnostic techniques has produced limited evidence of these phenomena. The first
configuration examined in this study involved the visualization of droplet internal convective motion
by planar laser induced fluorescence. Nearly spherical (typical aspect ratios around 0.8) water
droplets with diameters of the order of 2 mm were suspended on a flat-tipped hypodermic needle
of diameter 0.7 mm (Fig. 1). The axis of the suspending needle was vertical. Fluorescence signals
were generated from small amounts of dilute aqueous laser dye solutions (Rhodamine B/H 20) that
were gently injected into the suspended droplets through the syringe. Observations in the absence
of external gas flow indicated that molecular diffusion of the injected dye within the quiescent liquid
was negligible. The droplets were subsequently exposed to a steady air stream emanating from a
flow straightening device. The flow straightener produced a uniform velocity of the order of 1 m/s
in a direction perpendicular to the syringe needle (Fig. 1). The Reynolds numbers associated with
the flows considered were characteristic of practical situations of interest (from 10 to 100).

Each droplet was illuminated by a thin laser sheet passing through its midplane at two orthog-
onal orientations (planes A, B in Fig. 1). Internal motion was visualized from two perpendicular
directions (views A and B, in Fig. 1) by imaging the fluorescent emission from the dye as it was
transported within the laser sheet. The fluorescent emission used to follow the liquid-phase circula-

* National Institute of Standards and Technology, Gaithersburg, MD 20899
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tion was recorded with a microscope/CCD camera/video recording system. This diagnostic system

offers a very high spatial resolution for visualization of the laser induced fluorescence.
Real-time observations performed on a series of water droplets showed distinct patterns of

internal circulation throu6nout the range of Reynolds numbers examined. Since the water droplets
vaporized with time, tne Reynolds number gradually decreased as a result of droplet size reduction.
Our observations focused primarily on the early stages of droplet lifetime during which the effect of
the suspender is expected to be lower. Figure 2 displays two typical sequences of images obtained
when droplets 2 mm in diameter were exposed to a uniform air stream of velocity 1 m/s (Re = 100).

The wo sequences correspond to the different perspectives (A and B) shown in Fig. 1. It should
be noted that each set displayed in Fig. 2 corresponds to a unique injection event. Each sequence
covers a time span of 4-5 seconds. The fluorescence images reveal a complex internal motion that in
plane A conforms to a helical pattern. This motion had a characteristic frequency of 4-5 Hz. The 3
helical flow was clockwise as viewed with the air flow propagating from right to left (Fig. 2A). The
gradual weakening of the fluorescence signal, as displayed in Fig. 2A, was found to be related to
the secondary motion displayed in sequence B. Despite the presence of the 0.7mm-diameter needle,
the planar images of Fig. 2B displayed a remarkable symmetry with respect to both vertical and

horizontal axes through the droplet center. The secondary motion depicted in Fig. 2B displayed
a quad-cell pattern (see last image), and was characterized by a frequency at least by an order of
magnitude lower than that on plane A.

A numerical model predicting the three-dimensional droplet internal motion for specific droplet
surface conditions has been developed. It is currently being used to reproduce the experimentally

observed flow patterns. Preliminary results show that the presence of the suspending needle may
significantly influence the development of the complex motion observed. The flow patterns depicted

in Figs. 2A and 2B were reproduced using the numerical model by imposing appropriate droplet 3
boundary conditions. Figure 3 shows the velocity vector fields corresponding to perspectives A
and B of Fig. 1 as predicted by the model. In addition, portions of two particle paths have been
drawn on perspective A. The qualitative agreement with the experimentally determined convective 3
patterns is worth noting. In conclusion, our observations showed that given sufficient levels of shear,
flow rotational modes of motion within suspended droplets do indeed occur. This suggests that
droplet rotation may be significant in practical situations involving droplet convective transport.

The current phase of the study is focused on the use of small (< 150ptm) levitated droplets
that are suspended within a hyperboloidal electrodynamic balance. Nonvolatile droplets have

been routinely levitated in the balance under quiescent ambient conditions. The design of the
balance enclosure has been modified to accommodate convective flows. In addition, a position
sensor/electronic feedback control system is currently being developed. This system will allow
us to maintain the levitation of evaporating droplets exposed to sufficiently strong convective gas 3
streams. Time-varying spatially-resolved qualitative data on liquid-phase mixing and circulation
within levitated droplets are expected to be produced in the near future.

The following publications have resulted from the development of the numerical models that are 3
used in conjunction with the optical measurements to elucidate the transport mechanisms affecting
droplet internal circulation and mixing.
1) C. M. Megaridis, "Comparison Between Experimental Measurements and Numerical Predictions I
of Internal Temperature Distributions of a Droplet Vaporizing under High-Temperature Convective

Conditions," Combustion and flame, in press, 1993.
2) C. M. Megaridis, "Liquid-Phase Variable Property Effects in Multicomponent Droplet Convective 3
Evaporation," Combustion Science and Technology, accepted, 1993.
3) T. M. Shih and C. M. Megaridis, "Finite-Difference Discretization Effects on Multidimensional
Droplet Evaporation Modeling,"Numerical Heat Transfer, accepted, 1993.
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Fig. 1 Suspended-droplet experimental configuration.

Gas Flow (A) Time "

Fig. 2A Fluorescence images for perspective A displayed in Fig. 1.
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i SUMMARY/OVERVIEW:

A series of laser diagnostic techniques has been developed to measure heat and mass trans-

fer associated with individual droplets characteristic of a spray. Techniques under development

and/or available now include exciplex-fluorescence thermometry, "droplet slicing" and flow-

pattern imaging, correction for refraction effects by droplet surfaces, measurement of the tem-

perature field within droplets, and production of monodisperse droplets at high pressures. Also

under development and recently demonstrated are an apparatus and techniques for lifetime3 imaging, which holds the potential for imaging of the equivalence ratio. New results include re-

finements to droplet slicing for unambiguously determining the presence of internal circulation,3 and further interpretation of droplet slicing results using inverse ray tracing (IRT).

TECHNICAL DISCUSSION:

At UTRC, measurement of internal circulation using laser-induced, oxygen-quenched,

fluorescence are being pursued under known initial conditions. Decane doped with naphthalene

is used to form droplets from either a droplet- on- demand generator or an aerodynamic droplet

generator; they fall a short distance in a chamber filled with a carefully-controlled shear flow of

nitrogen and a variable amount of oxygen. A thin sheet of ultra -violet light from the fourth har-

monic of a Nd:YAG laser illuminates single droplets. Sheet thickness has been significantly re-

i duced by careful selection of a uniform portion of the initial laser beam waist. A Questar QM100,

long-working-distance microscope with uv quartz optics is used to provide high quality images3 despite the presence of thick windows in a high pressure test vessel. The microscope produces a

highly-magnified image of the naphthalene fluorescence which is recorded digitally using an in-

3 tensified, two-dimensional, CCD detector interfaced to a laboratory computer. An

off-the-shelf, low f#, microscope is particularly useful in careful quantification of the imaging3 modulation transfer function that is used for ray tracing corrections on droplet slicing image data.

Since oxygen is a strong fluorescence quencher, any liquid volume element which has been

3I *United Technologies Research Center, East Hartford, CT 06108
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exposed to it by surface contact or diffusion will suffer a reduction in fluorescence intensity. Con-

vection from the surface due to internal circulation as well as diffusion cause image regions to

appear darker. Oxygen-free experiments provide a baseline case for comparison.

An approach to determine unambiguously the source of the internal circulation is being ex-

plored which is based on aerodynamic droplet generators1 that supply droplets within the core

of an axisymmetric jet and introduce internal circulation of the opposite sense to that induced by

the shear flow surrounding a falling droplet. A hypodermic needle is situated within the plenum

with its end at the throat of a converging diverging nozzle. The gas flow around the end of the

needle strips off droplets at a frequency characteristic of the jet and monodisperse droplets are

produced at a regular interval. Since the gas flow velocity is greater than the initial droplet veloc-

ity, the shear environment accelerates the droplet surface inside the nozzle and potential core of

the jet. Once the droplet leaves the generator flowfield, the shear forces are reversed and the

droplet surface is decelerated. Although these generators produce droplets in a repeatable man-i

ner, care must be taken to maintain laminar flow around the droplets. Generators of this design

have produced extremely regular droplets at fixed time intervals. 3
Using the droplet-on-demand generators described above, droplets were released with

virtually zero initial velocity into a chamber containing quiescent nitrogen or oxygen. Previous

results show a comparison between an image of the fluorescence from a single droplet falling in

a pure nitrogen environment, to that of one falling in an oxygen environment. A sequence of 3
images showing the evolution of the vortex is shown in Fig. 1.

At UTD, projects involving the optics of droplets have been pursued in the last year. Inverse I
ray tracing (IRT) methods for computing the true spatial distributions when

necessarily-distorted images are obtained in "droplet slicing" experiments. 3
In "droplet slicing" experiments, the image is significantly distorted, with the central portion

being expanded linearly and the outer portions being compressed near the droplet edge. Algo- m

rithms for the removal of these distortions have been developed. Recovery of the central portions

of the image is straightforward, but accurate recovery of the outer portions is difficult. Initial at- -
tempts at data analysis using noisy data proved unstable. Least-squares-fitting of functional

forms, such as polynomials, appears to have controlled the instability problem, and actual recov- 3
ery of "droplet slicing" images is now underway.

The work presented here is an effort to restore the distorted droplet slicing images and ob- 3
tain quantitative information. A numerical technique has been developed, which simulates the

image formation processes in a laser droplet slicing imaging experiments. Transformations from 3
droplet central plane (object plane) to the image plane have been derived and computer codes

have been developed. A distorted image from droplet slicing imaging can be numerically simu- 3
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lated by a forward transformation, whereas an inverse mapping process yields the restoration of

the distorted images. Quantitative information is obtained from the restored images.

Since the inverse process is ill-posed, the distorted droplet slicing images can only be re-
stored partially. A reasonable rule of thumb is that an object well seen on the image can be re-

stored, whereas an object difficult to see on the image can not be recovered. The droplet functions

as a magnifying glass at its central part, but compresses its outer region, both in size and intensity,
into a narrow rim on the image, which can be hardly seen. At 90* observation, this outer region

is not recoverable. However, the outer region is the most important for heat and mass transfer

studies. An off-90* observation arrangement is proposed in this work. With an observation

angle less than 900, the outer region on the acute angle side can be seen clearly on the image and

* hence can be restored.

An example gives comparisons between 900, Fig. 2 (a-c), and off-90*(60*), Fig. 2 (d-f),

observations. The object was a Chinese character for "image". Figure 2(a) and (d) were taken

directly by a CCD camera (Photometrics STAR I) with a Nikkor (35 mm, 1:1.4) lens set at the

smallest aperture. Figures 2(b) and (e) were the "droplet-slicing images", which were taken by

the same camera-lens system with the character being covered by a solid hemisphere (a hemi-I spherical, thin plastic shell filled with water). Figure 2(c) and (f) show the restorations. At 900

observation a central region symmetric about the origin is restored well. However, outside that3region numerical oscillations preclude restoration. In contrast, at 60* observation the restoration

extended to the lower edge of the character, with sacrifices of information about its upper edge.

3 Figure 3 shows a real droplet-slicing image (a) and the restoration (b). The data are those

of Fig. 1. This image is typical of good experimental data on droplet slicing; the RMS fluctuation

5 from pixel to pixel is about 10%, and the contrast between oxygen free and oxygen-containing

zones is modest. The least-squares estimation recovers a central region about 77% of the radius,
well. Beyond that region the object was not recoverable.
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Figure 1. A sequence of images showing the evolution of the vortex.

Figure 2. Comparison Of 90* and off 90* observations. (a - c) 900 observation,3
(d -1) off 900 observation (600).

Figure 3. Droplet slicing image and restoration. (a) image and (b) restoration.
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IN MULTIPHASE COMBUSTION SYSTEMSt

5 AFOSR Grant No. 91-0170

Principal Investigator: Daniel E. Rosner*
High Temperature Chemical Reaction Engineering Laboratory

Department of Chemical Engineering, Yale University
New Haven, CT 06520-2159,USA

I SUMMARY/OVERVIEW

The performance of ramjets burning slurry fuels (leading to oxide aerosols and deposits),
and gas turbine engines in dusty atmospheres depends upon the formation and transport of small
particles, often in non-isothermal combustion gas boundary layers (BLs). Even airbreathing
engines burning "clean" hydrocarbon fuels can experience soot formation/deposition problems
(e.g., combustor liner burnout, turbine blade erosion,...). Moreover, particle formation and
transport are important in chemical reactors used to synthesize or process aerospace materials
(turbine coatings, optical waveguides, ceramic precursor powders,...). Accordingly, our research
is directed toward providing chemical propulsion system and materials engineers with new
techniques and quantitative information on important particle- and vapor-mass transport
mechanisms and rates. An interactive experimental/theoretical approach is being used to gain
understanding of performance-limiting chemical-, and mass/energy transfer-phenomena at or near
interfaces. This includes the development and exploitation of seeded laboratory burners (Section
2), flow-reactors (Section 4), and new diagnostic techniques. Resulting experimental rate data,
together with the predictions of asymptotic theories (Sections 1,3,4), are then used to propose and5 verify simple viewpoints and rational engineering correlations for future design/optimization.

TECHNICAL DISCUSSION

1. TRANSPORT AND STABILrTY OF AGGREGATED PARTICLES: THEORY
The ability to reliably predict the transport properties and stability of aggregated flame-

generated particles (carbonaceous soot, A120 3 , SiO2,...) is important to many technologies,
including chemical propulsion and refractory materials fabrication.

The Brownian diffusion-, inertial-, and optical-properties of aggregated particles, as
formed in sooting diffusion flames, are quite sensitive to size (e.g. number N of "primary"
particles; see Fig. 1) and morphology (geometrical arrangement of the primary particles). Needed
are methods to anticipate coagulation and deposition rates of suspended populations of such
particles, especially in combustion systems. Toward this end we have recently devloped improved
and efficient methods for predicting the Stokes drag of large 'fractal' aggregates via a spatially
variable porous sphere model (Figs. 1, 2). Using the Stokes-Einstein equation, the results of Fig.
2 are being used to predict the Brownian diffusivity of such aggregates in the high pressure (near
continuum-) limit (proportional to the product of the reciprocal of the ordinate of Fig. 2 and
NW'I>). This approach is currently being extended to predict the thermophoretic diffusivity of
such aggregates, an important quantity we have recently found to be much less sensitive to size
and morphology than the translational Brownian diffusivity (Rosner et.al. 1992). Indeed, this
provides the theoretical basis for the thermophoretic sampling technique being employed in our
current experimental studies (Section 2). These new methods/results, together with recent results
on the spread of aggregate sizes in coagulating populations, are now being used to predict wall
capture rates by the mechanisms of convective-diffusion, turbulent eddy-impaction, and
thermophoresis (Rosner, Tassopoulos and Tandon, 1993). Also needed are methods to predict

I t AFOSR Contractor; Meeting on Propulsion, Atlantic City, NJ, 14-16 June 1993.

* For research collaborators consult REFERENCES
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I
interactions between aggregates and their surrounding vapor environment---interactions which
can lead to primary particle growth, or bum-out. Toward this end we have also developed new
and efficient methods to predict the "accessible surface area" of aggregates (expressed as a I
fraction , T1, of the true surface area in Fig. 3), including its dependence on size (N), structure
(fractal dimension, Df), probing molecule reaction probability c%, and pressure level (via Knudsen
number based on primary particle diameter). Figure 4 shows the test of our "effective Damkohler
number" correlation approach when compared with exact results of many numerical integrations
(Rosner and Tandon,1993).

Also in progress are studies of the restructuring kinetics of aggregates - ie. those factors
which determine the observed size of the apparent "primary particles" comprising soot particles,and the "collapse" of surface area observed in some high temperature systems.

2. FORMATION, TRANSPORT AND STABILITY OF COMBUSTION-GENERATED PARTICLES:
LAMINAR COUNTERELOW DIFFUSION FLAME EXPERIMENTS
A manuscript describing our measurements of the thermophoretic diffusivity of flame-

generated submicron "soot" particles using a (TiC14(g)-)seeded low strain-rate counterflow
laminar diffusion flame (CDF-) technique has just appeared (Gomez and Rosner, 1993). A
knowledge of the relative positions of the gas and particle stagnation planes and the associated
chemical environments, can be used to control the composition and morphology of flame-
synthesized particles. These factors should also influence particle production and radiation from
turbulent non-premixed "sooting" flames, as discussed further in Gomez and Rosner, 1993.

To extend this work to obtain fundamental information on nucleation, growth and
aggregate restructuring, during this past year we have developed an improved "slot-type" burner I
(Fig. 5) and introduced instruments to carry out in situ measurements of particle Brownian motion
("dynamic light scattering"). We have also developed a thermophoretic sampler (Fig. 6) to extract
aggregates from various positions in the seeded-CDF for morphological analysis using electron I
microscope images. Aggregate data obtained from CH4 flames seeded with titanium tetra-
isopropoxide (TIrP-) vapor are now being obtained and analyzed using the theoretical methods
briefly outlined in Sections 1,3. 3
3. MULTIPHASE BOUNDARY LAYER THEORY: NUCLEATION, GROWTH, THERMOPHORESIS AND

INERTIA
Our IJHMT J paper giving comprehensive results of Seeded micro-combustor

experiments, and ancillary theoretical calculations on the interesting competition between particle
inertia and particle thermophoresis for the case of laminar gaseous boundary layers on surfaces
with streamwise curvature (e.g., turbine blades) should appear this Fall (Konstandopoulos and
Rosner, 1993).

We are now carrying out theoretical studies on the structure of thin reaction-nucleation-
coagulation 'sublayers' within laminar boundary layers, including stagnation flows similar to
those achieved in our counterflow burner (Fig. 5) and CVD-impingement reactor (see Fig. 7
below).

An account of our recent studies of the unusual population dynamics of coagulating
absorbing-emitting particles in strong radiation fields is about to appear in Aerosol Sci. Tech.
(Mackowski et.al., 1993). For a useful overview of our recent work on these and other effects of
energy transfer on suspended particle dynamics, see Rosner, et. al., 1992.

4. KINETICS AND MORPHOLOGY OF CVD-MATERIALS IN MULTI-PHASE ENVIRONMENTS I
A small impinging jet (stagnation flow) reactor (Fig. 7) is being used to study the chemical

vapor deposition (CVD-)-rates of refractory layers on inductively (over-)heated substrates. These
measurements are being used to understand deposition rates and associated deposit I
microstructures observed in highly non-isothermal, often particle-containing local CVD
environments. Figure 8 shows (logarithmic ordinate) our apparent first order deposition rate
constants vs. reciprocal surface temperature for TiO2(s) obtained from =ITIP(g). The dark points
show our predicted surface temperatures for the onset of vapor phase reactions ("vapor phase
ignition"(VPI)) within the boundary layer and the onset of vapor phase diffusion control of the
heterogeneous reaction. 3
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3 CONCLUSIONS, FUTURE RESEARCH

In our 1992-1993 OSR-sponsored Yale HTCRE Lab research (briefly described above,
and in greater detail in the archival references cited and updated below) we have shown that new
methods for rapidly measuring vapor- and particle-mass transfer rates , combined with advances
in multiphase transport theory, provide useful means to identify and incorporate important, often
previously neglected, transport phenomena in propulsion/materials engineering design/
optimization calculations. We are now extending our work on the effects of these new "phoretic"
phenomena involving aggregated particles to include their stability (with respect to high
temperature restructuring leading to a loss of surface area). For this purpose an improved CDF
burner has been brought on line (Fig. 5), along with supplementary optical and thermophoretic
sampling diagnostics (Fig. 6). These techniques, together with closely coupled theoretical
calculations of particle birth/dynamics in such mixing layers, promise to lead to a valuable3 understanding of the origin and fate of combustion-generated ultra-fine particles.
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I

SUMMARY/OVERVIEW:

Turbulence-flame interactions in the reaction sheet regime can be viewed as the interaction
between the flame front and vortices in the turbulent flow. With this phenomenological description in
mind, the objective of this study is to investigate the interaction between individual vortices and
laminar flame fronts. Experiments are conducted where PIV is used to characterize the velocity field
and planar laser induced fluorescence is used to characterize the flame structure. In addition, a model
based on a kinematical relationship between flame propagation and vortex motion is employed. This
study is intended to address a number of important fundamental issues regarding flame-turbulence
interactions including the effect of vortex size and strength on flame area production, flame curvature,
and the minimum scale of flame wrinkling, as well as the relationship between the local flame
curvature and strain and the local flame structure and speed. Also of interest is the temporal
evolution of the flame structure, particularly as it relates to the vortex spacing.

TECHNICAL DISCUSSION:

I Premixed flames interacting with K~rm•n vortex streets have been experimentally
investigated. Local flame responses consistent with the results of stretched laminar flame theories are
observed in that the OH LIF intensity increases when the local flame curvature becomes positive
(negative) for thermodiffusively unstable (stable) flames. Departure of the peak OH LIF intensity for
hydrogen flames ranges from 20 to 150% of the value at zero flame curvature for flame curvature
ranging from -1.5 to 0.7 mm"1, while for propane/air flames, the variation is within + 20% of the

I value at zero curvature (Figure 1). Variation in the average peak OH LIF intensity is nearly linear
with respect to the variation in flame curvature from -1.2 to 0.8 mm"1 (Figure 2). The flame area
during interactions with Krm•n vortex streets increases as a relatively weak function of the vortex
velocity, while the vortex size affects the flame area increase in that smaller vortices are found to be
less effective in generating flame area (Figure 3). The effect of Lewis number on the flame front is
to enhance (suppress) the amplitude of the wrinkles generated by vortices for thermodiffusively
unstable (stable) flames, thus resulting in larger (smaller) flame area (Figure 4). The flame curvature
pdf's for flames interacting with KArmAn vortex streets exhibit a bias toward positive flame curvature
due to the large area of positively-curved flame elements that develop downstream along the V-flame.
A decrease in vortex size tends to increase the flame curvature and thus broaden the pdf's, while the
vortex velocity and Lewis number have relatively small effects on the flame curvature pdf's (Figure
5). The flame orientation distribution is peaked near the normal direction of flame propagation for
small vortex velocity, while an increase in vortex velocity results in broadening of the flame
orientation distribution and a shift toward larger flame angle due to the increased distortions in the
flame front and increase in the effective flame propagation speed, respectively (Figure 6).

I
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I
D SUMMARY/OVERVIEW:

The primary objective of the present research program is to provide a fumdamental undersanding of the
processes which control soot particle formation under conditions applicatble to gas turbine engine operation.

I Current efforts emphasize laminar diffusion flame studies to elucidate fuel structure effects on particleI precursor, inception and surface growth processes. Through extensive measuretes of the gas and particle
fields, direct comparson with detailed soot formation models can be undertaken to determine the controlling
prcse. Recently developed soot formation models based on premixed and diffusion flare studies haveI ~shown reasonable predictive capability. However, data for model validation remains limited and is a major
deficiency in extending current understanding to practical problems. In the present study, emphasis has been
given to species concentrations mesreet made using mass spectometic techniques. In paroticular,

I measurements have been obtained of acetylene, diacetylese, benzmne and stable combustion products throughout

methane/air and ethee/air laminar diffusion frames. Combining these measurements with previous soot particle
and velocity field measurements it has been possible to follow the soot grwt process along individual particle

• paths. These results establish that soot particle growth ceases due to the depletion of growth species not throughI ~ ~the loss of soot particl, reactvity as observed in premixed flame studies. Similarly, laser-induced fluoecec
measurements of polynuclear aromatic hydrocarbons have been undertaken to follow the evolution of the soot
precursor field. These measurements have established that laser-inue fluorescene can be used to reveal theI qualitative structure of the molecular growth process leading to soot particle formation.

TECHNICAL DISCUSSION

I ~The objective of this research effort is to investigate the fundamental phenomena controlling soot

particle formation and destruction in combustion systems. The emphasis and approach chosen for the present
i studies is based on previous results which have proven the soundness of the methodology being utilized [1-51.I ~The present studies are con~ducted in well-characterized laminar diffusion flames in which fuel constituents,

temperature, cocentration and trnmsport processes are systematically varied and/or measured. During the first
year of this study efforts have emphasized measurements of species concentration, especially acetylene and
benzene concentrations, thogotthe flame uiga masspectrometric approach. Additionally, laser-inducedItruhu uig ms
fluorescence mesreets have been obtained to characterize the evolution of large polynuclear aromatic
species (PAR) formed in the flame. These measurments are being combined with previous determinations of3 the soot particle, velocity and tmnperature fields to yield more detailed information on the soot growth process.

Specie Concenaration Measurements3 Detailed species concentration measurements have been obtained in laminar diffusion flames burning

methane and ethene fuelsin air. Both these flames have been previously studied in our laboratory and, thus, the
present species cocntrataion measurement significantly enhance that available data base. In pa~rticular for the
ethene diffusion flame, a large data base exists on soot volume fraction, number density and particle diameter as

well as on temperatur, velocity, OH concentrations and PAR fluor-escence [1-5]. The species concentration
measureenmts complement this existing data and allow more sophisticated analysis of the soot formation process3 for this flame. Consequently, the ethene flame results will receive emphasis in the remainder of this abstract.

Species concentration measurements were obtained in an ethene/air laminar diffusion flame having a
i fuel flow rate of 3.85 cm3 /s. Although this flame does not emit soot particles from its tip, the peak soot
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volume fraction observed in this flame exceeds 0-5. Consequently, use of a novel electromagnetic sonic I
microprobe, previously developed at Penn State [5], is essential to achieving measurements in this flame. The
major species considered in the flame were N2 , 02, C2 H4 , CH4 , H2 0, CO 2 , H2 , C2H2 and Ar. Preliminary
measurements were also obtained for diacetylene (C4H2) and benzene (C6H6 ).

Figure 1 shows the measured mole fraction profiles of C2H4 , C2H2 and H2 at three axial locations in
the ethene/air diffusion flame. As Figure la indicates, the fuel is rapidly consumed as it diffuses to the flame
front and by 70 mm above the fuel tube exit has completely disappeared. Of marked interest to soot formation
phenomena are the profiles of C2H2 which is generally viewed as the major species involved in soot particle
surface growth. Acetylene (C2 H2 ) shows slightly different features as compared to the C2 H4 results (see Figure
lb). Although it is also totally consumed by the 70 mm axial location, C2H2 initially appears to be formed
away from the center line region as indicated by the local maximums near 9 and 19 mm along the horizontal
coordinate for the 7 mm axial location. Additionally, the mole fraction of C2H2 increases with height until the
20 mm axial location after which it rapidly decreases to zero at the 70 mm axial location. Hydrogen follows a I
similar tread (see Figure lc), showing initially an increase in concentration as a function of axial location
followed by a rapid decrease at the higher heights. The magnitude of the C2H2 mole fractions are nearly a
factor of 8 larger in the ethene flame as compared to similar measurements made in a methane flame, which is
consistent with the much more heavily sooting characteristics of the ethene flame. It is interesting to note that
the hydrogen mole fractions were quite simila in the two flames, in contrast to the acetylene results.

Looking with more detail at the ethene flame results, one observes the profile of C2H2 is broad at the 7 3
mm axial location, suggesting that production occurs throughout much of the fuel rich part of the flame below
this height (see Figure lb). The doubling of the peak mole fraction from 0.03 at 7 mm to 0.06 at 20 mnm attests
to the continued net production of C2H2 throughout this region. During this time, the source of acetylene, the I
ethene fuel, has decreased from a peak of 0.7 at 7 mnm to 0.14 at 20 mm. Therefore, with the source
decreasing, the C22H2 peak at 40 mnm decreases to 1/6 of its value at 20 mm. This 40 nun height coincides with
almost total consumption of the fuel and the location of the greatest local soot volume fraction [1,2]. The total
amount of carbon contained as soot at this height represents 14% of the total carbon flow rate, while the major I
species remaining to be oxidized are H2 and C2H2 with 0.02 and 0.01 mole fractions respectively.

Soot Grow1h Mechanism 3
As was mentioned earlier an advantage in obtaining species concentration measurements for the -

ethene/air diffusion flame is the availability of other related measurements [1-5]. In particular, an extensive set
of measurements on the evolution of the soot particle field is available along with related temperature and
velocity field determinations. From the velocity measurements, soot particle paths can be determined and, thus,
the detailed evolution of soot particle growth and oxidation can be obtained. In the present case, the soot
growth process will be examined in relationship to the acetylene concentration field. In examining this process,
three particle paths will be considered. One path includes the region of the flame where the maximum soot
volume fraction is observed. A second considers the center line region of the flame while the third involves an
intermediate particle path located between these other two paths. I

Figure 2 shows soot volume fraction f,, and the acetylene mole fraction as a function of time along
each of these particle paths. These measurements represent the first time that such detailed species
concentration information has been available in diffusion flames with accompanying detail soot particle
information. Each of the particle paths shows the same trend. The soot volume fraction achieves a maximum
at the same location where the acetylene concentration has approached zero. Thus, the depletion of growth
species is the reason for soot growth ceasing. In the premixed flames, similar measurements indicate that
significant acetylene concentrations exist well after soot growth stops. This observation has been used to argue
that decreases in soot particle reactivity are responsible for the termination of soot mass addition. The present
measurements show that, in the case of ethene diffusion flames, a different mechanism is operative. This result I
is quite significant since it rules out one of three possible mechanisms responsible for soot growth ceasing, thatis loss of surface reactivity. The other two mechanisms remain to be investigated.

Of the two remaining mechanisms, one involves a decrease in the acetylene concentration because the U
source of acetylene decreases while the sink for acetylene, surface reactions with soot particles, continues to
deplete the acetylene in the flame. The second mechanism involves the competition between formation and
oxidation, that is as higher locations in the flame are achieved, oxidation of intermediates and soot particles
reduces dte net rates of production. It is likely that both mechaim are important in different parts of the
flame. - 216 - I



I
To fully examine these mechanisms, measurements of only the acetylene concentration are not

sufficient. Information on the concentration of oxidizing species is also required. The mass spectrometer
measurements do provide a measure of the oxygen (%2) present in the flame. Another species of interest is
hydroxyl radical (OH) which is known to be important in the oxidation of soot particles and possibly early soot
precursors. Recently in our laboratory, laser-induced fluorescence has been utilized tn obtain measurements of
OH in this ethene/air diffusion flame [5].

Figure 3 shows the radial profiles of OH mole fraction at two axial locations in the flame, 7 and 70
mam. The arrows located on the figure indicate the location of the particle path containing the maximum fv and
the intermediate particle path, while the particle path along the center line lies at r equal to 0. The particle path
containing the maximum fv lies at the larger radial position indicated by the arrows. At the lower axial position
(see Figure 3a), the particle paths lie inside the region of peak OH concentration and generally experience low
concentrations of OH radicals. As the soot particles traverse the flame and reach higher locations, larger OH
concentrations are observed in regions where soot particles occur. At these higher axial locations, these OH
concentrations contribute to reactions resulting in particle oxidation. These results cleariy indicate that OH
concentrations can also be particle path resolved in these flames. This analysis is currently on-going and will be
combined with the previously described species concentration measurements to investigate the oxidative
competition which occurs involving both gas phase species such as C2 H2 as well as the soot particles.

CONCLUSIONS

In summary, the present investigations have added critical new data needed to establish the mechanism
controlling soot growth and oxidation. In particular, the measurements of C2H2 have revealed that soot surface
growth ceases due to the depletion of growth species not due to the loss of soot particle reactivity. This
observation is in agreement with recent work by Honnery and Kent [6], who have shown that in long laminar
diffusion flames, soot growth can be extended to very long residence times. The species measurements now
need to be combined with complementary soot particle, temperature and OH field measurements to examine
other mechanistic questions. Additionally, other fuels should be studied as well in order to take advantage of
the previous work done in our laboratory on fuel structure effects.

Measurements of polynuclear aromatic species using a laser-induced fluorescence technique have also
been obtained and demonstrated a strong sensitivity of the fluorescence signals to the excitation and detection
wavelength conditions utilized. These results have been interpreted as a means to qualitatively follow the

growth of large molecular sepdes in the flame.

Future work on this program will extend the current measurements to a wider range of fuel structures
and will examine the role of oxidation on the depletion of key surface growth species. Efforts will also continue3 on furthering the quantitative interpretation of the PAH fluorescence results.
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In order to provide fundamental insight into the effects that changes in Air Force fuels may have

on engine performance, three sets of chemically oriented investigations have been undertaken: 1. The
pyrolysis and oxidation of prototypical endothermic fuels 2. The thermal degradation of high temperature
hydrocarbon liquids and supercritical fluids 3. The oxidation chemistry of polynuclear aromatics.

* Technical Discussion
1) Endothermic Fuels

The current means of aircraft cooling, especially engine cooling, employ ram air, fuel, and fuel
recirculation as heat sinks for dissipating the intense heat developed during high speed flight. FuelI Irecirculation on military aircraft is the primary means of engine cooling. Most fuels can provide this cooling
only through their sensible enthalpy. However, some fuels can provide additional cooling through catalytic,
endotherrnic reactions and are thus referred to as endothermic fuels. One example of this fuel type is
methylcyclohexane (inch) which, in the liquid phase, is catalytically dehydrogenated to toluene and
hydrogen. The toluene and hydrogen produced are then consumed as fuels in the combustor.

Studies have been conducted on the chemistry of this liquid phase dehydrogenation reaction of inch.
These studies indicate that the complete dehydrogenation of the fuel is not always achieved. As a result, inch
may be a substantial portion of the fuel-oxygen mixture in the combustor. Unfortunately, these liquid phase
studies do not offer sufficient insight into the vapor phase reactions that the mch will undergo within the
combustor. Knowledge of the vapor phase oxidation of inch will be required to understand its ignition
characteristics, reaction time, and pollutant formation. Knowledge of the vapor phase pyrolysis of inch is
also necessary to understand the dominant intermediate compounds formed during fuel decay, as well as
any soot formation processes that may occur. If mch is to endure as an endothermic fuel, then answers to
fundamental questions regarding its oxidation and pyrolysis characteristics in combustor environments need
to be investigated. This research attempts to address some of these questions.

The pyrolysis and oxidation studies of inch were performed in the Princeton Atmospheric
Turbulent Flow Reactor, which has been extensively described elsewhere. From the experimental results of
these studies the normalized fuel concentration (fuel concentration at a given time divided by fuel
concentration at the first sampling point ) as a function of time for each pyrolysis experiment can be used to
generate the rate constant for the unimolecular decomposition of the fuel at each temperature when first
order rate analysis is applied. The reaction rate constants obtained and the experimentally obtained reaction
temperatures can then be used to determine the overall activation energy and pre-exponential factor for mch
pyrolysis. An Arrhenius plot of the data is shown in Figure 1. From linear regression analysis, the activation
energy and pre-exponential factor were determined to be 62.55 kcal/mol (262 kJ/mol) and 2.55 x 1013 s-1,
respectively. Also shown in Figure 1 is an Arrhenius plot of the sum of the high pressure rate constants of
the C-C bond cleavages in the molecule, i.e. cleavage rate of the methyl group of the ring plus the scission
rates of the six C-C bonds that form the cyclohexane ring. These expressions were taken from Brown and
King, (Int. J. of Chem. Kin., 1989, v. 21. p.251), and were deduced from experiments performed at very low
pressure in Knudsen cells. As can be seen from Figure 1, the two Arrhenius plots differ and the overall rate
constant of mch decay in the flow reactor is greater than the overall rate constant of mch decay at very low
pressure. In fact, the difference between the two plots is actually greater than the sum of the C-C bond
cleavage rate constants at each of the four experimental temperatures. Physically, this implies that the3 majority of mch decay in the flow reactor is occurring by means other than C-C bond cleavage.
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The major species profiles as functions of reaction time of a typical mch pyrolysis are shown in Figure 2. 1
These results are typical because in all the pyrolysis experiments conducted, ethene was the highest
concentration intermediate produced, followed by butadiene, methane, and propene. Furthermore, a
cyclohexane/benzene peak was observed in each pyrolysis experiment. Since both compounds have nearly i
the same retention time on the DB5 column, additional injections were performed using another Hewlett
Packard gas chromatograph (model 5890) equipped with a DBI column. The benzene and cyclohexane were
successfully separated by this column and it was found that the majority of the combined peak was benzene; I
virtually no cyclohexane was present. Toluene concentrations, also observed at each pyrolysis, remained
fairly constant as functions of time and never exceeded 20 ppm. (Thus, while liquid phase catalytic
dehydrogenation of mch leads selectively to toluene and hydrogen, the homogeneous vapor phase
decomposition of mch produces a minimal amount of toluene.) Isoprene (methyl butadiene) concentration,
also shown in Figure 3, never exceeded 100 ppm for any of the pyrolysis studies. Furthermore, isoprene had
the highest concentration of any methyl substituted intermediate (e.g. methyl propane, methyl pentene, etc.)
produced. I

For comparison, mch oxidation experiments were also performed and typical major species profiles
versus reaction time are shown in Figures 3. The oxidation and pyrolysis reactions, carried out at nearly
identical temperatures, resulted in the formation of similar intermediate species and species profiles. The
only compound detected in significant quantities during oxidation experiments that was not detected during
the pyrolysis experiments was formaldehyde. However, as can be seen by comparing Figures 2 and 3,
reaction rates increased during oxidation. Thus, while the oxygen did not introduce many new stable
intermediate species into the reaction pool, it did increase the radical pool which led to faster fuel and
intermediate species consumption.

Mechanistic analysis and interpretation of these results are continuing.
2) High Temperature Liquids and Supercritical Hydrocarbon Fluids

In order to study the chemical behavior of aircraft fuel components in an environment beyond
their supercritical state, a small scale 'first generation' test rig has been built. Once this apparatus has
been fully characterized and calibrated, modifications and redesign can and will be performed to
improve the rate and accuracy of the experimental data it generates.

The aromatic hydrocarbon toluene (aromatics are a major component of aircraft fuels), has
been chosen as the first chemical to be studied. Since toluene's critical temperature, Tc, and critical
pressure, Pc, are 592°K (319°C) and 4.104MPa (40.5Atm), respectively, the apparatus must be able to I
withstand fairly high temperatures and pressures to operate in toluene's supercritical region.

As a first experiment, toluene will be subjected to a variety of pressures and temperatures,
both above and below Pc and Tc, for various residence times in the heated, high pressure reaction
zone. The reacted product will t, ýe. be analyzed to determine if and how the reactant has changed.

To sustain flow in the iwaL-,on zone, a pumping system is required which will not only
achieve the desired pressures on ý-e order of 600psia, but will also maintain them without
fluctuations. Several pumps were tested; these were high pressure liquid chromatography pumps
which used one or two reciprocating pistons to drive the fluid. This type of pump was found to have
large pressure fluctuations corresponding to their cyclic operation, even with various flow dampeners
installed. Because of this drawback, a syringe pump has been chosen to drive the system; this type of
pump can hold a constant pressure at any chosen flow rate below its maximum of 200ml/hour
(0.056m1d/sec).

A diagram of the apparatus is shown in Figure 4. Pressurized by the pump, fluid is heated in
the heated reaction coil, cooled by the cooling coil, brought to atmospheric pressure, and collected in
sample vials. The fluid flows through nickel capillary tubing whose inside diameter is 0.43mm
(0.017in). This size tubing enables the fluid to be rapidly heated and cooled, while still maintaining
adequate residence times in the heated zone by choosing the heated coil's length and pump flow rate.
Analysis has shown that the various parameters chosen have created the desired idealized 'plug flow'
reactor in wttich each parcel of fluid experiences identical flow histories.

The heated reaction zone is kept at constant temperature with a TechneTM fluidized sandbath.
The bath's electric heaters can subject the heated coil to temperatures of up to 6000C (8730K), well
beyond the Tc of toluene, currert JP fuels, and the proposed "JP-900" fuel's highest operating
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I temperature of 900°F (4820C). Calibrations of the bath have shown that once it has stabilized, a
uniform coil temperature can be maintained to within ±1*C over the entire volume the coil occupies. A
water/ice bath envelopes the cooling coil at 0°C.

Pressure is monitored upstream of the heated coil with a standard gauge, and downstream of
the heated coil with a mV output pressure transducer. The pressure drop across the heated coil can
thus be measured, and has been found to agree almost exactly with theoretical laminar pipe flow
pressure loss. Unfortunately, due to the high temperature at the entrance and exit of the heated coil,
most transducer electronics will not survive. For this reason the gauge and transducer are currently
positioned far from the fluidized bed. The use of special, miniature water-cooled transducers and
remote-electronics transducers are being investigated as a potential solution to this problem.

Pressure is currently regulated with a needle valve in combination with a spring-loaded back
pressure device which drops 500psi across it. More advanced automatic pressure regulation systems
are being considered to increase the accuracy and constant control of the reactant pressure.

Temperature is controlled in the fluidized bed by a EurothermTM
temperature controller which maintains the heating elements at the desired
temperature. Type K thermocouples monitor the heating elements, center of the fluidized bed, and the
fluid temperature at the entrances and exits of the heated and cooling coils. Small (0.02in diameter)
thermocouples were inserted directly into the tubing unions in order to eliminate the effects of a
recirculating "dead volume" which would destroy the plug-flow aspect of the reactor. The samples
are collected in vials and directly injected into the gas chromatograph for analysis. This system will be
upgraded to an in-line sample valve. Currently, a new Hewlett-PackardTM Gas Chromatograph
combined with a NicoletTM Fourier Transform InfraRed spectrometer (GC-FTIR) is being installed in
the laboratory. This state-of-the-art equipment will allow detailed composition studies of the reacted
products.

Two samples have been collected during preliminary runs to test the apparatus. Both toluene
reactants were subjected to pressures of 680psia (1.15Pc) at temperatures of 200°C (0.8Tc) and 3000C
(0.97Tc) respectively. Their residence time in the heated reaction zone was 20.8 minutes. Comparison
with an unreacted toluene sample will be performed when the new GC-FTIR is operational.

In sum, the preliminary liquid flow reactor system has been built. Several runs have been
performed with toluene as a reactant to evaluate the design, and samples have been taken which are
ready for analysis. A new GC-FTIR system will soon be available for sample analysis. Future
modifications to the apparatus will include heat resistant pressure transducers, a more accurate
pressure control system, an in-line sampling valve, and later a mixing chamber in order to react two
different reactants with each other in the heated reaction zone.
3) Polynuclear Aromatics

The study of the oxidation of 1-methyl naphthalene has culminated this year. The results of
the study have been presented at the 24th Symposium on Combustion in Sydney, Australia. A Ph.D.
degree has been awarded to the student, Chris Shaddix, who has worked on this part of the program.
Details of the research are available in his Ph.D. thesis and the article published in the Symposium3 volume, and therefore will not be reported here.
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I ATOMIZATION OF VISCOUS LIQUID SHEETS 1/4
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SUMMARY

The research has been focused on the atomization of an attenuating
viscous liquid sheet due to antisymmetrical waves. It is found that
the instability of the sheet is enhanced by a decrease in surface
tension or an increase in the gas to liquid density ratio. The
liquid viscosity has a greater damping effect on shorter waves than
longer waves. Predictions of the size of drops produced by the
sheet disintegration agree well with experimental values.

TECHNICAL DISCUSSION

The governing equations for a viscous sheet of thickness 2H which
is thinning in time and moving in the x-direction with velocity U
through a stationary inviscid gas are derived considering
antisymmetrical perturbations. Assuming only movements in the y-
direction (Dombrowski and Johns, 1963), the equation of motion of
the neutral axis mid-way between the two gas/liquid interfaces is
obtained by inter-relating the forces caused by gas pressure,
surface tension, liquid inertia and viscosity. The gas pressure is
found from the potential of the gas motion. The resulting equation
of motion in dimensionless form is given by;

h T + ýL h=1 h+ -- ýA+ Dk T O = 0
I at 2  at at Re atax2  at atax) We ax2

where h is the instantaneous sheet thickness, 9 is the sheet
centerline perturbation, t is time, Re is the liquid Reynolds
number, We is the liquid Weber number, D is the gas to liquid
density ratio and k is the wave number. The characteristic length
and velocity are half the sheet initial thickness H and the sheet
basic velocity U, respectively. The boundary and initial conditions

correspond to those of an initially sinusoidal perturbation at the
nozzle of amplitude no and frequency f = U/X, where X is the wave
length. The governing equations are solved by the finite difference
technique for the case when the sheet attenuation follows h = c/t,
where c is a constant (Dombrowski and Hooper, 1962). The value of
c is reported to be c = 315x104/H2 for a wide range of operating
conditions (Dombrowski, Hasson and Ward, 1960). However, a

*theoretical approach to the calculation of c is being developed in
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the present effort. The evolution of the sheet perturbation V with i
time and distance x along the sheet is followed up to the breakup
instant. The sheet breakup is assumed to take place when the
perturbation grows to exp(12) times its initial amplitude. At
breakup, tears occur in the crests and troughs and fragments of
sheet, corresponding to one-half wavelength are broken off
(Dombrowski and Hooper, 1962, Rangel and Sirignano, 1991, and
Mansour and Chigier, 1990). The fragments contract by surface I
tension into unstable cylindrical ligaments which subsequently
break down into drops.

We begin by investigating the effects of the dimensionless
quantities, We, Re and D, which contain the liquid and gas
properties, sheet initial thickness and velocity, on the stability
of the sheet. The results of these computations are shown in
Figures 1 through 3. In these Figures the growth rate is computed
from d(ln(,/V0)]/dt, i. e., that corresponding to an exponentially
growing wave.

Figure 1 shows that the sheet becomes more unstable as the Weber
number is increased. In other words, surface tension has a
stabilizing effect on the sheet perturbations. This is in contrast
to the effect of surface tension on the stability of Rayleigh jet
where it acts as a destabilizing factor. However, for liquid jets
at high Weber numbers, surface tension contributes to a lower i
growth rate of the instability waves (Lin and Ibrahim, 1990,
Ibrahim and Lin, 1992). 1
In Figure 2 the effect of Reynolds number on the growth rate of
instability waves is depicted. It is seen that the growth rate
increases with an increase in Reynolds number. The trend in Figure I
2 is that as the Reynolds number is decreased the peak growth rate
is shifted towards a smaller wave number. Therefore, the higher the
liquid viscosity the more the waves of shorter wavelength aredamped. This implies that, for a highly viscous liquid sheet, onlylarge ligaments and drops may result during the breakup process.

Figure 3 illustrates the relation between the growth rate of the E
instability waves and the gas to liquid density ratio. The growth
rates are increased and the maximum growth rate shifts to a higher
wave number as the density ratio is increased. Accordingly, the
liquid sheet will be more unstable and its atomization will result
in finer drops if the density ratio is higher. This effect is due
to the fact that the principal instability mechanism is the
aerodynamic forces in the gas (Squire, 1953). The liquid sheet
atomization will be inhibited in the absence of gas inertia.

Some preliminary computations of the size of the drops produced by
the liquid sheet atomization due to the growth of antisymmetrical
waves are shown in Figure 4. These computations are obtained as
follows. If hb is the sheet thickness at breakup and K is the wave
number of the fastest growing wave, then the diameter of the
resulting cylindrical ligaments, as obtained by a mass balance is
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Sgiven by D2L = 8hb/K. It has been previously observed (Dombrowski
and Fraser, 1954) that ligaments produced from a liquid sheet
breakup through symmetrical (or dilational) waves. Weber (1931) has
analyzed the properties of these waves where surface tension forces
predominate, and for co-current air flow where air reaction assists
disintegration. In the present case the ligaments move transversely
through the atmosphere. Under these conditions the surrounding
atmosphere will have no effect on the wavelength and Weber's (1931)
results for surface tension breakup can be assumed to apply. It is
assumed that the waves grow until they have an amplitude equal to
the radius of the ligament, i. e., one drop will be produced per
wavelength. Thus, by mass balance the relation between drop size
and wave number is given by, D3D = ?TD2L/4K, which on combination with
Weber's (1931) theory yields;

DD = _[1+ 31/]/3(2)
K 1 (pODL) (2,

where p, p and o are the liquid dynamic viscosity, density and
surface tension, respectively. Equation 2 is used with DL from
above to calculate the drop sizes. Values of hb are obtained from
the numerical solution of Eq. 1 as hb = c/tb, where th is the total
time it takes the perturbation of the sheet surface to grow to the
breakup amplitude no exp(12).

In Figure 4 some representative results of the variations of the
drop sizes with the sheet basic velocity are shown for the
atomization of a sheet of water in atmospheric air. As expected the
drop sizes decrease with increasing the sheet velocity. The sizes
of the drops fall within the experimental values reported in
Mansour and Chigier (1990). However, more validations and
refinements of the computational procedure are still needed.
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I- SUMMARY

A joint experimental/numerical project is underway to improve the understanding of tur-
bulent spray behavior. In particular, attention has been given to the impact of turbulence
on droplet scale processes such as drag, mass transfer and heat transfer. A laser based
technique has been used to track particles in a turbulent jet. The computational phase
of the project is aimed at the development of a Large Eddy Simulation method for the
turbulent jet that has been the object of the experimental study. The goal is to obtain
a simulation of the jet under conditions that match the experimental conditions so that
droplet dispersion and vaporization rates can be compared and correlations of drag and
mass transfer evaluated. Our specific goal in this year of the project was to implement
a LES-model for the unresolved scales of the flow into the Navier-Stokes solver and to
compare the filtered and unfiltered results to evaluate the effect on particle dispersion and
vaporization rates.

-- TECHNICAL DISCUSSION:

Experimental.

One of the major unknowns in modeling particle dispersion in turbulent flows is the form
of the Lagrangian velocity autocorrelation function for fluid and discrete particles. If this
function is known, then it is possible to obtain the dispersion i.e., the mean square displace-
ment from a known initial point. Snyder and Lumley (1971) obtained the autocorrelation
function in a grid-generated turbulence but there are no data for particles in a turbulent
shear flow such as a jet. One phase of the project over the last year has been devoted to
obtaining this fundamental information.

The basic experimental methodology has been reported elsewhere (Call and Kennedy,
1991, 1992). A laser sheet is formed with cylindrical lenses. As a droplet passes through
the laser sheet, the scattered radiation is collected and imaged onto a position-sensing
photomultiplier tube. This scheme has been modified to obtain velocity and correlation
information. Two sheets of parallel light are produced with a beam splitter and right angle
prism. The parallel sheets are reflected back across the jet with a retro-reflector with an
adjustable spacing between the pairs of laser sheets. The time between scattering spikes
from each sheet yields droplet velocity data, whatever the droplet location across the jet
cross-section. Autocorrelations of the axial particle velocity can be obtained from the two
velocity measurements from the two pairs of sheets. The autocorrelations can be reported
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I
in either an Eulerian form as a function of spatial separation or in a quasi-Lagrangian form
as a function of time from the first transit through the first set of laser sheets.

We have studied hexadecane droplets ranging in diameter from 50 pm to 35 pm. In
addition, hollow glass spheres of 40 pm diameter have been used to approximate fluid
particles. Figure 1 shows the quasi-Lagrangian autocorrelation function for axial particle
velocity at a number of axial locations along the jet. The correlations approximate expo-
nential functions quite well. Insufficient data are available at longer times to comment on
the applicability of other functions, such as the Frenkiel function. The Stokes number of I
the particles has a clear impact on the correlation function. The turbulence Stokes number
(based on a fluid integral length scale) is 0.16 and 0.33 for the 35 and 50 micron droplets
respectively. I

Comparisons with a stochastic simulation have emphasized the difficulty inherent in
the prescription of length and time scales in turbulent flows with a one-point closure model.
The stochastic simulation under predicts the integral length scale for droplet motion by a
factor of two. Of course, the model constant that prescribes the eddy life time could be
adjusted but there is little a priori guidance for the choice of this value.

The experimental facility is being modified to accommodate a true spray. An ul-
trasonic atomizer has been installed in a chamber to provide a fine spray with droplet
diameters from 20 to 80 pm. The ultrasonic atomizer offers the advantage of very low air
flow rates so that the flow of air in the experiment is not greatly disturbed. Single droplets
that contain a fluorescent dye will be injected by the piezoelectric generator onto the cen-
terline of the spray. A holographic edge filter will remove the Mie scattering from the spray. I
The fluorescence from the dye-containing droplet will be detected by the position-sensing
photomultiplier tube as before. We plan to study the impact of dispersed phase loading
in the spray on droplet dispersion with this system.

Theory and Computation.

Direct simulation of turbulent round jets is still not within the capabilities of present com-
puters. Hence, Large Eddy Simulation of the turbulence in round jets is the most realistic
approach for the prediction of the flow field and truly Lagrangian particle dynamics. The
simulation of turbulent flow fields in round jets is based on highly accurate finite-difference
methods, which offer the flexibility necessary for the treatment of non-periodic jet flows
emitting from nozzles and the consideration of a variety of exit conditions. This aspect
of the project was reported in detail in the final report for grant AFOSR 89-0392. Two
new contributions were accomplished during the period 1992-3. The numerical treatment
of the coordinate axis r = 0 for unsteady flows without symmetries was analyzed and a I
satisfactory method was found to avoid the loss of accuracy near the axis. The second and
main contribution was the implementation of a LES-model for the non-resolved scales of
the turbulence. The Navier-Stokes equations are written for filtered variables

f(4_,t) cfdJ(jG - _,t).f(j., t)(1I

where #(_x-x', t) denotes the filter function and f(_Z, t) a dependent variable. The Navier-
Stokes equations (in Cartesian coordinates for convenience) are filtered and emerge as

&' _ 0 (2)
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and
& + a •,0 1 -# +Op a2 f)" -- (L .# + C .,6+ R .) (3)

The modified filtered pressure is defined by

I- a (4)
16 +3b,,,OlV

and the correlations of filtered and sub-grid-scale motion (v' = - ii) are given by
L,,• = • -~Ov,,• C•,, = v'.D + v,v'•, R,,6 •v

c,,6 _= 0 ~ + i5yv. RO 0 V,6 - 36v (5)

The present filter is the top hat filter and the closure for the correlations is given by

L0 , + C 0--0 (6)

and the Smagorinsky model for R.,

Re-= - 2vTSQg (7)

where the eddy-viscosity is defined by

VT (cA)2(2Sc6Sc3)", A =_ (AxAyAz)i (8)

and
S 1 =2O ai 2V (9)

2\ ax,6 Ox.

is the rate of strain produced by the filtered velocity field.
The result of modelling the sub-grid-scale motion is shown in fig.2. The turbulent flow

in the round jet of the experiments by Call and Kennedy (1991) at the nominal Reynolds
number of Re = 15,000 is calculated for 0 _< * < 60 without the LES-model, where the
discretiztion error plays the role of the filter (Boris,1990), and with the Smagorinsky model
discribed above. The vorticity magnitude for the latter case is reduced but the scale range
is still significant. It turns out that the spreading rate in the latter case is in very good
agreement with the experimental evidence. More importantly, the effect of the LES-model
on the particle statistics is also beneficial as fig.2 proves where the dispersion for heavy
vaporizing pentane particle is plotted as function of the time of flight. The LES-model
produces results that are closer to the measurements than the predictions without it.
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SUMMARY/OVERVIEW:

3 The past research program addresses three-dimensional interactions amongst droplets in a dense
spray via a fluid dynamical computational approach. Flow fields, trajectories, and vaporization
rates are determined. In another task, vaporizing liquid oxygen droplets are studied. A new

Sprogram concerns the detailed three-dimensional interactions of simulated turbulent flow structures
with individual droplets.

I AUTHORS
C.H. Chiang I. Kim
S.E. Elghobashi W.A. Sirignano

TECHNICAL DISCUSSION

3 1. Three-Dimensional Interactions of Droplets
Last year, we reported on our study of the interactions between two nonvaporizing droplets

which are injected and then move side-by-side into initially quiescent incompressible fluid medium.
In the remainder of that program, we have extended our study to the interactions between vapor-
izing droplets in a high-temperature and high-pressure environment. Figure 1 shows the Nusselt
number decreasing as a function of time for a single vaporizing droplet as a test-run. The decrease
of the Nusselt number (a dimensionless heat transfer rate) is mainly attributed to the reduction of
the Reynolds number due to the droplet deceleration under the action of the drag.

3 2. Vaporization of LOX Droplets
This study advanced our axisymmetric droplet vaporization model at near critical conditions

to deal with the vaporization at supercritical conditions. The previous high-pressure LOX model
has included variations of thermophysical properties with respect to temperature for each species
component, a compressibility factor in the gas-phase equation of state and the solubility of the fuel
vapor in the liquid phase.

2
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The major innovations beyond our previous works in this study are : 1) the formulation of
boundary conditions, especially to trace the location of the "droplet interface", 2) the property
calculation of the "gas/liquid puff" at the interface. A model has been developed to handle the
interface conditions. Here, we briefly describe our strategies step-by-step to make calculations I
at supercritical conditions. (1) Determine the critical mixing temperature with respect to various
pressure levels. The Redlich-Kwong equation of state with the mixing rules of Chueh and Prausnitz
is employed for the vapor-liquid equilibria calculation for H2/02 system. The critical mixing I
temperature is determined when the compressibilities (or mass fractions of a component) at both
phases reach the same value. Figure 2 demonstrates that the critical mixing temperature and
oxygen mass fraction at the interface reduce, while compressibility increases as pressure increases. S
(2) The droplet "pseudo-interface location" is determined by the critical mixing temperature. In
calculating the vaporization rate, we neglect that the pseudo-interface will slightly deviate from its
original spherical shape due to the convective effects. (3) Since there is limited availability of the I
critical point thermo-physical properties data in the literature, we assume that all thermo-physical
properties are also continuous from the liquid to the gas phase. The consideration of singular
behavior of some thermo-physical properties is excluded presently. However, the fluxes still remain i
finite at the interface. The density is obtained from compressibility relations and some existing
experimental data. The variation of mass with respect to time is shown in Figure 3. After an early
condensing period,, the droplet reaches the critical mixing state and the evaporation rate increases I
dramatically beyond the critical point. The gas and liquid phase equations are solved separately,
and the solutions are matched at the interface. In this approach, constant-temperature (at its
critical mixing state) and constant-mass-fraction interface conditions are employed. The shear (or I
normal) stress conditions are applied even though the surface tension vanishes at the interface.
Efforts are continuing to overcome some numerical difficulties in this approach. -

3. Droplet - Turbulent Interaction Over a Wide Spectral Range
A theoretical/computational study analysis of the interactions of droplets with a turbulent

field is being conducted. We are particularly interested in the important and challenging high- I
frequency domain where turbulent length scales are comparable to droplet size. To simulate the
three-dimensional, unsteady interactions, a Navier-Stokes solver was developed. The alternating-
Direction-Predictor-Corrector scheme and a pressure correction equation are employed. I

We first investigate three-dimensional flow interactions between a vortical (initially cylindrical)
structure flowing with the free stream and a spherical particle fixed in space. A schematic of this
problem is shown in Figure 4 where the vortex tube, whose diameter is of the order of the sphere I
diameter, is initially located ten radii upstream from the center of the sphere. The effects of the
vortex tube on the sphere are negligible initially because the initial induced velocity field is less
than 2 percent of the free stream velocity. The vortex tube has a small core region with a radius i
o. The velocity induced by a vortex tube approaches zero as the distance from the center of the
vortex tube goes to zero, and at distances greater than a, the induced velocity is similar to the
point vortex. The vortex tube stream ction construction as defined by Spalart is used:

ik,(xz) = =....[ 2 .i-[(z.)' .+ (Z Z.)2+ 2](1)

The tangential velocity distribution of the vortex tube compared with a point vortex is shown
in Figure 5 for r, = 5.0 and a = 1.0. r, is the nondimensional circulation around a circular
path far away from the center of the vortex tube and is positive when the vortex tube rotates

2
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i counterclockwise. The circulation around the vortex tube at a nondimensional radius of unity is
given by r, = r,/2.

Figure 6 shows the lift coefficient of the sphere as a function of time for Re (Reynolds number)
- 100, d. 1 (offset distance) = 0, and a (vortex core radius to sphere radius) = 1. The lift coefficient

was obtained with four different maximum fluctuation velocities (v,.., = r,/2wr) due to the vortex
tube, 6.1, 0.2, 0.3, and 0.4 (normalized by free stream velocity). When the vortex tube approaches
the sphere (0 < t <_ 9.4), it produces upwash on the sphere, and thus the sphere experiences
positive lift force. Maximum positive lift coefficient CLWI.1 occurs at t = 7.2. Later, the vortex
tube produces downwash on the sphere and higher fluid velocity near the bottom of the sphere
when it passes the sphere. Thus, the sphere experiences negative lift force, and its magnitude is
greater than the positive lift force magnitude. Maximum negative lift coefficient CL.,T.,2 occurs at
t = 11.9 when the vortex tube passes the plane z = 1. The lift coefficient is linearly proportional
to the maximum fluctuation velocity (or the circulation of the vortex tube for constant vortex
core radius) at each time until the vortex tube contacts the sphere boundary layer (t < 9.4). The
maximum positive lift force is simply expressed in dimensionless form by CL,..,i = 0.8v,,.. When
t > 9.4, the linearity of the lift coefficient to the maximum fluctuation velocity deviates a little, but
the maximum negative lift force is linearly proportional to the maximum fluctuation velocity. The
maximum negative lift force is simply expressed in dimensionless form by CL,..2 = -1.65v,,.

After the lift coefficient reaches its maximum negative value, it decays rapidly towards zero
because the tube vorticity is diffused in the wake. The average lift coefficients (averaged by time
span 24) at each maximum fluctuation velocity are near zero.

The similar calculations as above were performed for four different Reynolds numbers between
20 _< Re < 80. The magnitudes of CL,..,i and CL..,2 are not sensitive to the change of the
Reynolds numbers and slightly increase linearly as Reynolds number becomes smaller. We alsoSexamined the effect of initial vortex core size a. The magnitudes of CL.,, and CL, 7 6 2 are linearly
proportional to the maximum fluctuation velocity v,,, but with different proportionality constants* 3 for different o, and approximately expressed by CL"I,.- UmOCO 12.

7 1.0 M m-n YM Z •. Y -dr,,&.2

Nu $Ce"

S 0.0
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I. tFigure 2. Variations of critical mixing temperature,
oxgnmass fraction, and compressibilityFigure 1. Nusselt number as a function of time for oxyge msfresp ctiton andcomresibe.t
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U SUMMARY:

A theoretical formulation based on maximum entropy principle (MaxEnt) is
used to predict the droplet size, velocity and temperature distributions of sprays. The
effect of combustion on the droplet distributions is due to heat transfer between the
continuous liquid phase before atomization and the surrounding combusting
mixtures. The droplet temperature distribution is 'Exponential." The droplet size
distribution may be positively skewed mono-modal, uniform size (approaching a

I delta function), and bi-modal depending on the Weber number of the spray. To test
the MaxEnt model experiments are being performed.

i AUTHORS:

Long P. Chin and Richard S. Tankin, Northwestern University; T. Jackson
and J. Stutrud, Wright-Patterson Air Force Base; G. Switzer, Systems Research
Laboratories, Inc.

TECHNICAL DISCUSSION:

To extend MaxEnt method to more complicated spray systems, our previous
models [1,2] were modified. First, the effects of heat transfer on the droplet
distributions in a combusting environment was added by balancing the thermal
energy flux. As a result of heat transfer, the droplets of sprays will have a
temperature distribution. Second, all three droplet velocity components for any
coordinate system will be included in the momentum flux and kinetic energy flux
constraints. As a result, the previous models with fewer velocity components are
special cases of this new and more general model. This more general model
considers all three velocity components and is applicable to problems such as a
spray nozzle where swirl is present. To test this general model, a comparison was
made between a set of experimental data obtained using a phase/Doppler particle

I analyzer (PDPA) and the calculated results.
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The nozzle used in these experiments was an Allison hollow cone, non-swirl 3
spray nozzle having a 90' spray angle. A spray of water issues into a quiescent,
saturated air environment at 295°Kat a flow rate of 2.75x 10-6m 3 /s (2.5 gallons/hr).
The water exiting the nozzle forms a liquid sheet, hollow cone in shape, which
breaks up into ligaments and droplets. The ligaments breakup into droplets further
downstream. It is desirable to measure the spray as close as possible to the sheet
break up region - but downstream of the ligament region. Measurements beyond I
this point will be influenced by local gas aerodynamics and complicate the
comparison with calculations. Droplets are sized with an Aerometrics, Inc. two-
color, four-beam PDPA.

A droplet size distribution is constructed from the individual point
measurements, weighting each measurement by their time of collection and the 1
ratio of their optical probe area to the ring area represented at that location. Droplet
size is normalized by the mass mean diameter, D30, which was determined from
measurements to be 81.43 microns. The resulting experimentally determined I
probability size distribution is shown in Fig. 1 - a bi-modal size distribution appears.
One peak occurs at U = 0.2 and the second peak at D=l.3. A physical explanation for
the origin of these peaks is as follows: There are two main sources for the droplets in
this spray - the droplets that form from the ligaments and those that form from the
thin sheet of liquid that lies between the ligaments at breakup. The ligaments
breakup via Rayleigh's capillary instability and form the larger droplets associated
with those centered around D=l.3 (in Fig. 1). The droplets from the thin sheet are
associated with those centered around DEm 0.2. It should be mentioned that such a I
bimodal size distribution is not typical for this nozzle. However when the nozzle in
this study was operated at low flow rates - 2.75 x 10-6 m3 /s - a bimodal size
distribution appeared. That was the motivation for operating this nozzle at such low
flow rates, since one of the goals was to verify the validity of the MaxEnt model
which predicts a bimodal size distribution at particular operating conditions. Also
shown in Fig. 1 are the computed results for a one component velocity model, two-
component velocity model and a three component velocity model. The three
component velocity model exhibits a bimodal shape that is in reasonable agreement
with the experiments.

Two important parameters (We and 1) appear in the joint droplet distribution
function . We, the Weber number, is defined in this study as the ratio between m
droplet surface energy and droplet kinetic energy; 13 is the ratio between droplet
thermal energy and droplet kinetic energy. Figures 2 and 3 show the calculated
droplet size, and temperature distributions for different values of We. Figure 4
shows the calculated droplet temperature distributions for different values of P. The
effects of P on droplet size distribution are not shown because its effect is too small i
to be distinguishable.

In Fig. 2, when We is large (e.g., We > 95), the droplets approach a fairly I
uniform and symmetrical size distribution. The peak occurs at D 1. On the other

-236- 3



I hand, when We is small (e.g., We = 71), the peak of the distribution occurs at

smaller droplet size (D 0.2). This type of droplet size distribution is normally
described as a positively skewed mono-modal distribution. The above two types of
droplet size distributions are frequently observed experimentally in various spray
systems [e.g., 3,4]. However, when We is in the intermediate range, a distribution
with double peaks (bi-modal) appears. When We is 87 in Fig. 2, two peaks are

observed - one at D = 0.2 and the other at D = 1.1. When We (in the intermediate

range) is increased, the peak centered at D = 1.1 becomes more dominant; When We

is decreased, the peak centered at D - 0.2 becomes more dominant. Although, in
this study, the bi-modal droplet size distribution exists over a fairly wide range of
We, there are only few experimental measurements where this has been reported

•'., 5,6].

i ne parameter 13 only affects the droplet temperature distribution - not the size or
velocity distributions. Physically, larger P values indicate more thermal energy is
required to raise a droplet to a certain temperature. That also indicates, for the spray3 as a whole, larger P values yield a lower temperature increase of droplets.
Therefore, the number fraction of droplets at lower temperature is much higher

I when 13 is large.
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I SUMMARY/OVERVIEW:
Catalysis of heat-releasing H+OH recombination in the nozzle

section of a SCRAM-jet could potentially increase the fuel
efficiency and therefore the thrust of a hydrogen-fueled air-
breathing hypersonic aircraft. The oxides of phosphorus have
shown potential as recombination catalysts, but the reaction
chemistry of phosphorus combustion products (oxides and acids) is
poorly understood at present. The objective of this research
program is to construct a reaction mechanism for phosphorus
combustion products in a high temperature gas, determine the rate
constants for the key reactions and assess the potential of this
reaction system for improved fuel efficiency in hypersonic
aircraft.

TECHNICAL DISCUSSION:
Hydrogen reacts with oxygen at high temperature to produce

water vapor and a considerable amount of heat. In our combustion
reactor, gas temperatures of 1500-2500 K are achieved at pressures
of 300-750 Torr. At these temperatures the equilibrated
combustion products consist of small but significant amounts of
radicals such as OH and H. To probe the reaction chemistry of the
combustion products, the equilibrated system is perturbed by laser
photolysis of H20 which substantially increases the pool of OH and
H radicals. The return of the system to equilibrium is
experimentally investigated by recording, as a function of time,
the OH absorption at 312 nm.

In the past, we reported1 a dramatic increase in the rate of
OH disappearance following photolysis of water vapor at 1970 K
when PH3 combustion products are present. Analysis of the OH
signal using a reaction model employing 13 species and 33 reaction
steps supported the interpretation of a catalytic increase in the
rate of relaxation of the system back to its initial state
following water photolysis. The more rapid disappearance of excess
OH when PH3 combustion products are present in the photolyzed test
gas is not proof of an increased rate of H+OH recombination. One
may argue that a fast bimolecular reaction step consumes OH but
does not generate H2 0 until much later. If this were the case,
then interest in PH 3 as a possible fuel additive for hydrogen
burning hypersonic aircraft would be less compelling even though3 the high temperature, gas phase reaction chemistry of phosphorus

1. Allen Twarowski, "The Influence of Phosphorus Oxides and Acids on the3 Rate of H+OH Recombination", Combustion and Flame, accepted for publication.
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oxides and acids remains unexplored and of interest. To more
completely test the hypothesis that PH3 combustion products
catalyze the overall rate of H+OH recombination, the product side
of this reaction was measured. We find an H20 absorbance signal
at 192 nm which results from a rise in temperature caused by heat
released when the photolysis products, H and OH, recombine.

A transient signal was observed 2 at 192 nm for both fuel I
rich and fuel lean test gas mixtures when H2 is burned with 02.
Figure 1 shows a typical signal for the 10% fuel rich test gas
mixture. The absorbance change shown in the figure was I
calculated by taking the decadic logarithm of the average signal
recorded prior to the photolysis pulse divided by the signal
itself. The absorbance signals shown in Fig. 1 were recorded
with the excimer laser set to the usual operating value of
output energy (filled squares) and set to five percent of the
that value (empty squares). Comparison of the two figures shows
that the absorbance signal depends on the presence of excimer
photons and that the noise level of the signal is about 0.0005.

Figure 1.
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An unexpected feature of Fig. 1 is the sign of the signal.
A reasonable expectation would be an initial sharp decrease in I
absorbance followed by a return to baseline as H2 0 is
instantaneously photolyzed and later reappears when the system
relaxes back to chemical equilibrium. Instead, the signal I
slowly increases to a positive limiting value of about 0.002
after photolysis. The shape of the signal suggests the
appearance of a prodiuct developing over the 0.9 ms experimental
time period. Photolysis of H20 by the excimer laser creates
excess OH and H radical. When the radicals eventually recombine
the laser energy used in photolyzing H20 appears as thermal
energy which raises the temperature of the gas. The signal at I
192 nm is in a spectral region where the absorbance of H20

2. Allen Twarowski, "Photometric Determination of the Rate of H20 Formation i
from H and OH in the Presence of Phosphine Combustion Products", Combustion
and Flame, accepted for publication. 3
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increases with temperature. Therefore, the transient absorbance
signal at 192 nm has two components that are superposed, an
initial decrease in the absorbance signal due to a decrease in
H20 density and a gradual increase in the absorbance signal due
to a change in the absorption coefficient caused by an increase
in temperature. The latter component of the signal dominates.

Figure 2.
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The time dependence of the 192 nm signal was examined in
more detail by modifying the previously developed1 reaction
model to calculate the change in H2 0 absorbance as a function of
time subsequent to photolysis. The reaction model contains a
set of 33 reactions describing the chemistry of 13 species (H2 ,
02, H, 0, OH, H2 0, HO2 , PO, P0 2 , P0 3 , HOPO, HOPO 2 , HPO). It was
used to simultaneously fit the OH and H20 absorbance signals for
fuel rich and lean conditions (four data sets in all) when pure
hydrogen was combusted. The sum of the absolute value of the
deviations between the calculated signal and the data was
minimized as three fitting parameters were varied, the rate
constant for the ternary reaction H+OH+M -4 H20+M (where M is a
third body), a scaling factor for the calculated H20 absorbance
signal, and the density of photons absorbed by the gas. Figure
2 compares the results of this analysis with the experimentally
determined change in H20 absorbance as a function of time for
the case of the lean fuel mixture. The fits between the
experimental data and the model calculations are reasonably good
for both rich (not shown) and lean fuel mixtures and the fitting
parameters give reasonable values. The good agreement of
calculated and experimental H20 absorbance changes observed for
the pure hydrogen combustion data set suggests that the source
of the absorbance signal is the heating of the test gas caused
by relaxation of the system back to its equilibrium state.

In a previous study1 , the OH signal of a photolyzed gas
mixture was found to relax to its initial value at a much faster
rate when PH3 was added to the H2 fuel and burned with 02. If
the more rapid relaxation rate for the OH density is the result
of an increased net H+OH recombination rate, then the H20 signal
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should rise more quickly to its limiting value when PH3
combustion products are present in the test gas mixture. Figure
3 compares the H20 absorbance signals recorded with and without
0.1% PH 3 present in the H2 fuel stream for the fuel lean case.
A faster rise in the H20 signal at earlier times is clearly
observed when PH3 is added to the fuel. Comparison of
experimental data for pure hydrogen combustion and phosphine
combustion demonstrates that heat release is more rapid when
phosphine combustion products are present in the test gas
mixture. These observations provide further support for the I
hypothesis that phosphine combustion products open new channels
foi HTOH recombination.

Figure 3.
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The reaction model which provided a good fit to the pure
H2/02 combustion data was used to calculate the OH density
change and H20 absorbance change as a function of time for the I
reaction mixtures containing 0.1 per cent phosphine in the H2
fuel stream. The three fitting parameters of the model were
fixed at the best fit values found for analysis of the pure I
H2/02 data. Agreement of the model calculations with
experimental data is not as good as for the pure H2/02 results.
The model calculations for the rich fuel mixture overestimate i
the H20 signal while those for the lean fuel mixture
underestimate the H20 signal by about 40 percent. These
variances are also reflected in the OH absorbance signal
consistent with the H20 signal variances. The model
calculations show a faster return to equilibrium of the OH
density for the rich fuel mixture than is observed and a slower
return for the lean fuel mixture. The phosphorus reaction
chemistry is far less well understood than the H2/02 reaction
chemistry and a disagreement of 40 percent in fitting the H20
temporal profiles is not altogether surprising.
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AFOSR SPONSORED RESEARCH IN PROPULSION DIAGNOSTICS

U PROGRAM MANAGER: JULIAN M. TISHKOFF

IAFOSR/NA
110 Duncan Avenue, Suite B115
BOLLING AFB DC 20332-0001

I
I SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR)

program in diagnostics in reacting media currently is focused on three areas of study:
gas-phase measurements, plasmas, and particle/droplet measurements. An assessment of
major -isearch needs in each of these areas is presented.

U TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on3 external proposals and in-house work at Air Force laboratories. The diagnostics of
reacting flows task is assigned to the AFOSR Directorate of Aerospace Sciences along
with programs in rocket propulsion, airbreathing combustion, and fluid and solid
mechanics.

Interests of the AFOSR diagnostics in reacting media subarea are given in the
SUMMARY section above. This program, now in its tenth year, has produced many
"first-ever" laser-based measurements. The instrumentation with which these
measurements were made is becoming commonly available for laboratory and bench test
utilization. Measurements range from microscopic to macroscopic scales with relevance
to: plasma acceleration; combustion aerothermochemistry; the behavior and synthesis of3 advanced energetic materials; characterization of exhaust plume formation and radiation;
and dynamic control of propulsion, weapon and power generation systems.

i Decisions on support for research proposals are based on scientific opportunities and
technology needs. Current AFOSR perceptions of scientific opportunities appear in
Figure 1. As indicated by the orientation of the arrows in Figure 1, the task areas with the
greatest growth potential are plasmas and measurements in supercritical fluids.

5 In the rapidly changing international environment we also are examining how we conduct
our research activities in relation to both Air Force and civilian needs. We now recognize
a new set of research objectives, including achieving rapid technology transitioning and
dual military and civilian technological use for Air Force basic research. We welcome
your ideas on fostering better working relationships among universities, industry, and3 Government scientists and technologists.
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I
The purpose of this abstract has been to communicate AFOSR perceptions of research
trends to the university and industrial research communities. However, communication
from those communities back to AFOSR also is desirable and essential for creating new
research opportunities. Therefore, all proposals and inquiries for fundamental research
are encouraged even if the content does not fall within the areas of emphasis described
herein. Comments and criticisms of current AFOSR programs also are welcome.
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I
TWO DIMENSIONAL COHERENT ANTI-STOKES RAMAN SCATTERING

WITH APPLICATION TO THE HYDROGEN ARCJET

I Project Order No. AFOSR-PO-89-0029

U
Principal Investigator:3 EDWARD J. BELTING

The Aerospace Corporation
P. 0. Box 92957

Los Angeles, CA 90009

I
SUMMARY/OVERVIEW

This is an experimental program to extend the utility of coherent anti-Stokes Raman spec-
troscopy (CARS) as a diagnostic of flows and plasmas. This diagnostic technique is especially
useful for probing the internal states of molecules that have no easily accessible absorptions
and is applicable to highly luminous and turbulent environments. An initial application will
be to the exit plane of a hydrogen arcjet thruster. Pump and Stokes radiation focused into a
sheet produces a line of anti-Stokes radiation in the cross section of a flow. The anti-Stokes
radiation detected with a multichannel array provides one angle of projection data. A cross
section of an asymmetrical region is calculated from projection data taken at several angles
using tomographic algorithms. Only one projection is required to reconstruct the cross section
of a cylindrically symmetric flow. This technique allows the measurement of field maps of in-
ternal state distributions (temperatures) and number densities. Currently, CARS is restricted3 to collecting data sequentially at single points in space.

TECHNICAL DISCUSSION
3 METHOD

In the CARS process, three fields E1 (wl), E 2(w2 ), and E3(w 3 ) impinge on a medium andmix through the third order nonlinear susceptibility XijkI to generate a fourth wave E4 (w4 ) at

a frequency w4 . If we assume the input fields are plane monochromatic waves propagating in
the z direction with aligned polarizations, and the medium has no spatial symmetry, then Xijk1
can be written as a scalar and the solution of Maxwell's equations with a nonlinear polarization
source term yields

52 E4 + 2ik 3 - = -4,r iW2 i Ww)EIE;E3exp(i&kz)(1)
Z2 " 0" "1

where Ak = 2k, - k2 - k3 and k =_ n/c. Assuming a solution of the form E4 (z) =

EI4(z)exp(ik 4 z) and noting Ak << 2k 3 for phasematched geometries, the spatial variation

of E•4 is small and the second derivative can be ignored. Accordingly, the spatial variation of
the amplitude of the CARS field can be written

2
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d;- = K(W4 )X(Ww 2 ,w3)EIEE 3 exp(iAkz) (2)

where K(w 4) is a known function of w4. This expression can be simplified further using the 3
following assumptions which are valid for most experimental implementations of CARS: Ak = 0
(phasematched waves); the amplitudes of El, E2 , and E3 axe independent of z over the region
they coherently interact; El(wl) = E3 (w 3 ); and w, = w3. Then Eq. (2) becomes

E4(w4) = K(w.4)El2E2JX(wi~w2)dz. (3)

The susceptibility can be expressed as a sum of the nonresonant part, X,,,, and a resonant
part with real and imaginary components, i.e. Xj = x,• + x; + x. If the lasers are focused
into a thin sheet with a transverse coordinate x and w2 is tuned away from all resonances then I
the signal that results is due primarily to the interaction of the waves with the nonresonant
susceptibility. Noting 14 (w4) = BS JE4(w 4)° 2, a projection in terms of the molecular density
can be written: I

P~ '~4I~ JXtr(XTz)dz = ýnzr f(x, z)dz (4)

where X. is a known constant and n(z) is the number density of the gas. A reconstruction
from this projection yields a map of the density directly. If w2 is tuned to a strong isolated
resonance then

P(x) =_[4(w4I]l Jx(xz)dz. Q~)

Since Xý oc n(z, z)A 1 (x, z) one can obtain a spatial map of Aj, the population difference between
the two states in the Raman resonance j. In thermal equilibrium this defines a temperature.
Under nonequilibrium conditions, measuring Av = 1 transitions for a line from each vibrational U
level starting with v = 0 allows spatial maps of the population of the vibrational energy levels
to be constructed. 3
PROGRESS

During the past year, work continued on development of a technique to obtain CARS single 3
pulse projections in an atmospheric pressure noncylindrically symmetric flow and to acquire
time-averaged projection data point-by-point across the plume of a hydrogen arcjet thruster.

Work on the single-pulse projection technique centered on the ability to recover predictable I
projections when large shot-to-shot variations of the lasers' mode structures, frequencies, and
phases take place. The method used to accomplish this is to carefully split the pump and Stokes
laser beams into nearly identical overlapped, collinearly phased matched signal and reference I
beams that are focused into flat sheets. The ratio of the signals produced by these two beams
must be constant in space and time when created in constant flows. Experimentally it was
found that point-to-point, shot-to-shot variations in the signal-to-reference ratios consistently n
varied between 10% and 50%. These large variations occurred even when the CARS images in
both reference and signal legs appeared to be identical in both spatial dimensions. Considerable
effort was expended to overcome this deficiency.

Theoretically the ratio of the signal and reference channels should be constant regardless

of the composition of the individual pump and Stokes beams, however, in practice it has been
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difficult to accurately reference CARS signals if both lasers are not single mode [1]. Because
space and monetary considerations preclude using a pulse-amplified ring dye laser, a single mode
grazing incidence oscillator was built (see Fig. 1). Tests continued during the past year using
this single longitudinal mode system. These tests did not produce better results. Consequently,
given the large number of experimental variations tested without success (see previous annual
reports), the single pulse implementation was deemed impractical and attention was turned to
the testing of a time-averaged technique.

To this end, effort was begun to verify the CATCARS technique by translating convention-
ally focused collinearly phase-matched beams across a well-known, asymmetric, atmospheric
pressure flow. Software and hardware were developed to automatically translated the flow
through the focused beams allowing a number of signal pulses to be collected at each posi-
tion in the projection before rotating the flow to collect data for the next projection. Initial
data showed pulse-to-pulse amplitude variations of greater that 400%. These large variations
were traced to mode hops in the single mode dye laser. That is, although the output of the
laser on any given shot was a single longitudinal mode, the mode number would randomly
change from shot to shot. The intermode stability of the oscillator varied from day to day.
Unfortunately, the resultant large variations in signal intensity could not be selectively rejected
because mode hops often occurred on too high a fraction of the pulses in an averaged data
set. Additional investigation showed that the long term drift of the laser frequency was too

great for the time duration required to complete a complete set of translations and rotations.
Furthermore, smaller variations of the signal strength (< 100%) were also observed. These are
probably due to shot-to-shot variations in the center frequency of a given longitudinal mode.
This frequency jitter of 300 to 400 MHz caused by variations in the index of the flowing dye3are not measurable with instruments currently available in this laboratory. Since the hydrogen
Q(3) Raman linewidth is 380 MHz at this temperature and pressure, this jitter contributes
substantially to the signal instability. (The single shot bandwidth of the laser is reputed to be
150 MHz.) Clearly, the simple oscillator constructed with components available on hand would
have to be substantially upgraded for quantitative measurements on this system.

This upgrade is being undertaken. A mechanical drive with a custom designed flexture
rotation stage was designed and built by an outside contractor. High tolerance optical compo-
nents and mounts were purchased and specialized mounts were built in Aerospace's shops. The
system is being assembled on a temperature controlled, enclosed platform. The system will use
refrigerated dye flowing through a system equipped with pressure wave dampening components.
The oscillator will have two active stabilization circuits. The first was devised by Sandia Na-
tional Labs [2) to prevent mode hopping during scanning. The second is an etalon based system
that will limit long term frequency drift to less than 50 MHz. It is projected that this system
will have a single shot bandwidth of 150 MHz and an average bandwidth of less than 300 MHz.
With its single mode scanning ability, it will also allow Doppler based velocity measurements
to be made. This system requires the construction of a number of electronic circuits and the
development of additional driving software. At this writing, the system is approximately 75%
complete.

As noted in last year's report, considerable work was undertaken in developing an arcjet
facility and shakedown CARS measurements were made in a cold and operating arcjet. These
initial tests indicated a number of modifications were required before quantitative measure-
ments could be made in the new facility. Furthermore, it was decided that CARS velocity
measurements were also feasible for both arcjets and resistojets (an electric propulsion system
also of great interest to the Air Force) using the high resolution laser system under develop-
ment. Consequently, as shown in Fig. 1, the modifications are to include the ability to rotate
and translate the jets and diffuser system (described in last years report) under computer con-
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trol in the vacuum tank. At this writing, all the charges to the arcjet system and the laser
system indicated by the initial series of measurements have been completed. The design work
for modifications to the arcjet facility are completed and fabrication and assembly is projected
to be complete in 8 weeks (depending on component delivery and shop turn around). All the
components for a resistojet test system have been assembled.

References: [1] Personal communications with D. A. Greenhaugh, R. Farrow, and G. Rosasco.
[2] T. D. Raymond, P. Esherick, A. V. Smith, Opt. Lett. 14, 1116-1118 (1989).
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Figure 1. Diagram of arcjet thruster diagnostic facility. A flexible bellows has been added to
a redesigned diffuser and both the diffuser and the electric thruster are mounted on a rotation
stage to allow CARS velocity measurements.
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'I
ADVANCED DIAGNOSTICS FOR REACTING FLOWS

3 AFOSR90-89-0067

I Principal Investigator: Ronald K. Hanson

High Temperature Gasdynamics Laboratory
Mechanical Engineering Department3 Stanford University, Stanford, CA

I SUMMARY/OVERVIEW

This research is directed toward innovation of advanced diagnostic techniques applicable to
combustion gases and plasmas, with some emphasis on high speed flows. The primary flowfield
parameters of interest are species concentrations, temperature, pressure, mass density, electron den-
sity, velocity, and quantities derivable from these parameters such as mass flux and thrust
(calculable from mass density and velocity). Principal techniques under study include spectrally-
resolved absorption and fluorescence, using wavelength-modulated cw ring dye laser and cw semi-
conductor diode laser sources; planar laser-induced fluorescence (PLIF), using tunable pulsed lasersources (excimer-pumped dye and narrow-linewidth excimer); and diagnostic techniques based on3 degenerate four-wave mixing.

TECHNICAL DISCUSSION

U In the following paragraphs we highlight primary activities of the past year.
i Plasma Diagnostics

Recent effort has focussed on the use of tunable semiconductor diode lasers for the
measurement of plasma properties. Techniques under study include line-of-sight absorption, laser-
induced fluorescence (LIF) and degenerate four-wave mixing (DFWM). The work on absorption
and LIF has been carried out in a custom-built RF-powered plasma torch (1.4 kW) which provides
a convenient bench-top plasma source with good optical access. The torch normally operates at
atmospheric pressure on argon, producing temperatures up to 9000K and electron densities up to
1016/cm3 , but in the past year we have extended the torch operation to mixed gases, e.g., argon with
10-15% 02. The objective of the research has been to develop plasma diagnostics based on
spectrally resolved lineshapes of atomic transitions. For example, we have recorded lineshapes of
excited-state atomic oxygen (at 777.2 nm) and argon (at 842.5 nm), and used these data to infer:.
kinetic temperatures (from the Doppler-broadening contribution to the linewidths), population
temperatures (from the integrated absorption), electron density (two ways, from both the Stark shift
of the lines and from the Stark-broadening component of linewidth), and the electron temperature
(from the ratio of Stark broadening and shift). These data utilized only line-of-sight absorption for
atomic oxygen, but both absorption and LIF measurements were feasible with argon, thereby
providing a basis for verifying the radial distribution of plasma properties inferred from Abel
inversion of absorption data. Although most measurements were made with linear excitation
energies, LIF measurements at partial saturation intensities were also carried out. This latter study
led to a new approach for inferring critical collisional transfer rates needed in modelling the Stem-I Volmer (fluorescence yield) factor in LIF. Details of the above work may be found in Refs. 1-3.

PLIF Imaging in Shock Tube Flows

3 Shock tubes and tunnels provide a convenient environment for the development of advanced
diagnostic methods relevant to advanced air-breathing propulsion systems. A wide variety of high-
enthalpy and high-velocity flows can be easily generated, and at modest expense relative to
continuous-flow facilities. During the past year we have continued to use a simple pressure-driven
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shock tube and tunnel for two projects aimed at developing PLIF diagnostics for scramjet and
nonequilibrium hypersonic flow studies. A particular accomplishment has been the successful
demonstration of quantitative, single-shot imaging of temperature in a model scramijet flow. Our
measurement scheme utilizes two pulsed dye lasers and two gated intensified CCD cameras to
acquire two separate but essentially simultaneous single-shot PLIF images, in a common flowfield
plane, for excitation of two different rotational states of NO. The ratio of these image intensities m
can be used to infer the translational/rotational temperature at each point in the image. The flow of
interest is the interaction between a supersonic stream of high temperature air and a transverse jet
of hydrogen fuel. By seeding only the fuel jet with NO, information on mixing is also obtained.
To summarize our findings, we were able to achieve good accuracy in the single-shot temperature
images, but only when suitable on-line diagnostics were employed for the laser pulse energy, laser
sheet distribution, and the laser spectral lineshape. A schematic of the overall experimental set-up
is shown in Fig. 1. Detailed results are available in Ref. 4.

CW Ring Dye Laser Techniques

Tunable monochromatic laser sources provide opportunities for new measurement concepts I
based on spectrally resolved absorption lineshapes. For example, cw ring dye lasers can be rapidly
modulated in wavelength (using schemes developed previously in this program) to record a pair of
absorption lines, using either line-of-sight absorption or single-point LIF, allowing inference of gas I
temperature through the ratio of the signals for the two lines. The static pressure can be inferred
from the width of the lines or the absolute absorption (if the species mol fraction is known), and the
velocity can be inferred from the shift in line position caused by the Doppler effect. The density I
can be calculated once the pressure and temperature are known, as can propulsion quantities such
as the mass flux (product of density and velocity) and the momentum flux (thrust). Thus the
absorption lineshape is seen to be critically dependent on gasdynamic properties, and an analysis of
fully resolved lineshapes can simultaneously yield information on multiple flowfield parameters. U
As our laser can be modulated at 4 kHz for wavelengths relevant to OH, NO and 0%, these
multiple-parameter measurements can be executed at a high repetition rate. Relevant details may
be found in Refs. 5-7.

Semiconductor Diode Laser Techniques

Tunable diode lasers offer the possibility of an economical, rugged and compact alternative I
to cw ring dye lasers for spectrally resolved absorption and fluorescence spectroscopy. Such lasers
are presently available in several wavelength intervals at wavelengths generally in excess of 650
nm, although operation at shorter wavelengths is expected in the future. These lasers have U
significant potential advantages, including the possibility of high frequency modulation of laser
wavelength through current modulation. In the past three years, we have pursued application of
these laser sources to monitor 02 at 760 nm (Refs. 8,9), H20 near 1.4 microns (Ref. 10), and most I
recently, O-atoms near 777 nm (Ref. 11). Our objective with the molecular oxygen and water
vapor work was to develop quantitative line-of-sight diagnostics for nonintrusive probing of inlet
and exhaust streams of supersonic combustors. For example, the 02 diagnostic is able, in principle,
to yield the information required to characterize the inlet air mass flux in ground- or flight-test I
environments, while the H20 diagnostic should yield similar information on propulsion
performance (e.g., combustion efficiency, temperature, water mol fraction, momentum flux, etc.) at
the combustor exhaust. Thus far we have tested these ideas using a simple shock tube to produce a
controlled supersonic flow of these gases. Future work will include extension of these ideas to
remote, fiberoptically coupled measurements in larger scale test facilities, at NASA Ames Research
Center.

Current work has been concerned with extending these ideas to very high enthalpy
conditions, as might be found in hypersonic flowfields (e.g., the NASP vehicle). The species of
interest is atomic oxygen since molecular oxygen will be dissociated at temperatures above about I
6000K. Our approach is to use reflected shock wave heating to prepare samples of atomic oxygen
at high temperatures. A tunable GaAlAs diode laser is scanned over the O-atom transition near 777
nm to infer the kinetic and population (electronic) temperatures from the Doppler-broadened
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linewidth and the integrated absorption, respectively. An experimental schematic and a typicalI reduced lineshape profile are shown in Figs. 2 and 3. Note the good agreement between the two
temperatures (near 9500 K), which confirms that the electronic distribution is properly equilibrated
at the conditions of these experiments. See Ref. 11 for details.

I Digital Camera for High-Speed Imaipng

Work is nearing completion on the development and characterization of a high-speed digital
camera for recording instantaneous 3-d images and fast 2-d image "movies." The basic concept
utilizes a modified commercial image converter camera to incorporate CCD detection. This system
is capable of recording up to 20 images at 10 million frames per second, and with higher lightI throughput than obtainable with standard lens-coupled image-converter cameras. Results have
been obtained in simple laboratory flows using Mie scattering and laser-induced fluorescence. An
important aspect of the work has been the development of computer-based schemes for correcting
image distortions introduced by the image converter camera. See Ref. 12 for further details.
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3 NOVEL NONLINEAR LASER DIAGNOSTIC TECHNIQUES

5 (AFOSR Contract No. F-49620-90-C-0044)

Principal Investigators: David L. Huestis, Gregory W. Faris, and Jay B. Jeffries

1 SRI International
Molecular Physics Laboratory3 Menlo Park, CA 94025

SUMMARY/OVERVIEW:

3 Task 1: UV and VUV Generation and Detection Techniques

We are developing techniques for the extension of laser-based diagnostics into the vuv for
detection of atomic ions, planar imaging of light atoms, and other applications. In the past year,
we have confirmed that we can perform two-photon excitation at wavelengths as short as 133 nm,
increased our energies by more than a factor of three, and produced tunable radiation now as short

I as 122 nm.

Task 2: Laser-Excited Amplified Spontaneous Emission (ASE)

During the past year, we have explored the use of amplified spontaneous emission (ASE)
to measure gas temperature and concentration of atomic oxygen. Our ASE demonstration measure-I ments have shown that the ASE bandwidth of oxygen can be measured in low-pressure flames,
and we have developed a model of the ASE signal intensity and bandwidth to extract gas tempera-
ture and velocity from such measurements. We have demonstrated that direct gain measurements
on a diode probe laser are possible from laser excited atoms; such direct gain measurements can
determine atom concentration. Because the ASE signal is collimated along the excitation laser
beam, ASE measurements require minimal optical access, and thus appear to be an attractive
method to measure atom concentration, directed velocity, and gas temperature in high speed3 reacting flows.

I TECHNICAL DISCUSSION

Task 1: UV and VUV Generation and Detection Techniques

3 A number of diagnostic problems can only be solved using high power vuv radiation.
Detection of atomic ions is important for applications including plasma propulsion, the study of
highly-ionized flows, plasma lithography, and magnetically confined fusion. The very high
photon energies for excitation of light atomic ions require that two-photon excitation using vuv
radiation must be used for detection of these species. High power single-photon excitation with
vuv radiation is an attractive approach for the planar imaging of light atoms. Other significantI applications for high power vuv radiation include high sensitivity single- or multiple-photon laser
ionization detection techniques and single-photon calibration of multiple-photon diagnostic
techniques.

I
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As a source for widely tunable vuv radiation, we are using a two-photon-resonant I
difference-frequency generation technique that we have developed which can potentially tune from
110 to 180 nm.1 Tunable ArF radiation is mixed with radiation from a Nd:YAG-pumped dye
laser in a process enhanced by two-photon resonances for the ArF laser in krypton and hydrogen.
Last year we reported preliminary measurements of two-photon-excited fluorescence detection of
neon using 133 nm radiation from this source. This was a significant result as it demonstrated the
ability to perform the two-photon-excited fluorescence process well in the vacuum ultraviolet such
as would be required for detection of atomic ions. Experimental improvements have allowed the I
performance of a power dependence of the fluorescence signal, confirming that we are indeed
performing a two-photon-resonant excitation.2 For these measurements, we had the luxury of 3
being able to operate at fairly high atom densities (pressure of -100 Ton). For detection of
atomic ions, we must be able to detect significantly lower densities. To successfully perform
such measurements, we will require significantly higher powers.

Based on measurements of the transmission of our optics in the vuv using a hydrogen arc I
light source and a vuv spectrometer, we have found that much of the energy that we generate is
absorbed by the MgF2 optics we use, apparently through color center formation. 2 To take better
advantage of the energies that we produce, we have changed our optical setup to greatly reduce the
optical path through MgF2 for the vuv. Instead of using a separate collimating lens and dispersing
prism, amounting to perhaps 5 cm of optical path, we use a single lens placed off axis to both
focus the vuv and separate the vuv from the pump beams, resulting in an optical path of only a
few mm. The apparatus for this arrangement is shown in Figure 1. With this arrangement, we
have been able to increase our generated energies by over a factor of 3, from 20 pJ to over 65 paJ.
These energies were measured directly using a pyroelectric energy meter in vacuum. 3
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Figure 1. Off axis lens apparatus for high power vuv generation.

We are now pursuing generation of shorter wavelengths, in the region of 120 nm. ThereI
are a number of motivations for exploring this region. By using mixtures of krypton and hydro-
gen, we can use the negative dispersion of krypton to phase match the mixing process. Phase

matching offers the potential for significantly increased vuv powers, which will be essential for
the demonstration of the detection of atomic ions. In addition, a number of significant transitions m
occur in this region. Lyman alpha radiation at 121.6 nm is a very important wavelength for many
reasons, including the potential for performing planar imaging of hydrogen atoms. Planar imaging
of N atoms can be performed using 120 nm, and two-photon-excited fluorescence of N+ can be I
performed using 117 nm. We have obtained vuv radiation at about 122 nm and are in the process

I
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I of improving the system to allow production of calibrated energies. We should know soon the

practicality of some of these diagnostic possibilities.

I Task 2: Laser-Excited Amplified Spontaneous Emission (ASE)

SLaser-excited amplified spontaneous emission (ASE) is an attractive method to detect
atomic species in reacting gas flows and plasmas because the signal shares the same beam path
with the excitation laser light. Multiphoton laser excitation of atoms is traditionally detected by
fluorescence or ionization which either requires large solid angle fluorescence collection or a probeI for ion/electron collection. ASE provides an alternative detection method which requires minimal
optical access and no intrusive probes; however, performing quantitative ASE measurements
requires understanding the nonlinear optical gain in the laser-excited sample. For example, two-
photon selection rules produce atoms in excited states which do not have allowed one-photon
transitions back to the ground state but radiate instead to an intermediate excited state. For atomic
species found in propulsion like hydrogen and oxygen, these intermediate states are more than 10
eV above the ground state, and at combustion temperatures there is nearly no thermal population in
states with such a large excitation energy. Thus, a population inversion can readily be produced by
the laser two-photon excitation; any spontaneous emission along the excitation laser beam can
experience gain. This gain produces ASE propagating forward and backward along the laser
beam.

During the past year, we have studied two-photon excited ASE of atomic oxygen in a
variety of low-pressure flames. We have explored the feasibility of ASE measurements of concen-
tration, gas velocity, and gas temperature. We have observed simultaneous LIF and ASE from
oxygen atoms in all the flames studied. We discovered that ASE intensity is more sensitive to the
collisional environment than LIF which makes the interpretation of ASE intensity quite difficult.
However, a direct gain measurements can avoid this difficulty and provide stimulated emission
determinations of atom concentration. A cw laser is tuned to the ASE transition and directed
through the pulsed laser excited atoms. If the cw probe laser is at a slight angle to the pump laser,
gain can be observed on the cw seed and loss on the spontaneous ASE. Figure 2 shows the stimu-
lated loss in spontaneous ASE as a function of diode probe laser power. Although the measure-
ments are preliminary, they are quite encouraging: we observed gains from the laser excited
oxygen atoms that produced increases of 0.3 - 25 % of the diode probe laser intensity. This gain
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Figure 2. Depletion of spontaneous ASE Figure 3. 0 atom ASE versus excitation
from two-photon laser excited oxygen pulse energy.
atoms in a 7 Torr H2/02 flame.
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is proportional to the number of laser excited atoms, and from the excitation parameters, we can N
determine the number density of ground state atoms. Thus, accurate single shot atom concentra-
tion measurements are feasible using the stimulated emission gain of a probe laser beam.

We have developed a model of ASE that relates ASE intensity to atom number density and
ASE bandwidth to gas temperature. To extract gas temperature from ASE bandwidth, we must
know some details about the two-photon pumping and subsequent ASE emission. The ASE
process is intrinsically nonlinear and attention must be paid to excitation saturation, gain narrow- I
ing, and any ac Stark shifting or broadening. Measurement of the relative 0 atom ASE signal after
exciting J= 1 and J=2 components of the 3p 3P from tW 2p 3P as a function of laser power allows
measuring the saturation intensity, Isat = 430 MW/cm for the J=2 *.- 2 transition. Thus, if we use
a focusing lens of 50 cm focal length, pulse energies below 600 pJJ are well below the saturation
limit. Figure 3 demonstrates that the 0 atom ASE signal in all three flames is proportional to the
pulse energy squared for pulse energies below 600 pJ.

The model of the ASE bandwidth 0.20
must also include the finite bandwidth of 0.2.
the excitation laser. Figure 4 shows the
predicted ASE bandwidth versus excitation 0.16-
laser bandwidth for gas temperatures of
1200 K and 1800 K, which correspond to 0.12 •

measurement temperatures in the H2/0 2  o I
and CH402 flames. Notice that at the dye
laser bandwidth must be greater than the 0.08
two-photon Doppler width for the ASE -1200bandwidth to become independent of the < .o4 .......... ISM K

excitation laser bandwidth. Narrow
bandwidth excitation preferentially excites ,, I
on a selected velocity group of the thermal 0 02 0.4 0.6 . 1 1. 2 14 1..6distribution of atoms; if ASE occurs DYE LASER BANDWIDTH (cm"1)
before the excited distribution collides and
thermalizes the velocity distribution, the Figure 4. ASE bandwidth versus excitation I
ASE will be excitation narrowed. laser bandwidth in the small gain limit.

We have made the first measurement of the spectral bandwidth of ASE, and demonstrated
that single laser shot measurements are possible. Measurements at 1200 K in a low-pressure U
hydrogen/oxygen flame agree well with the model predictions. Thus, we have also found ASE gas
temperatures and gas velocity measurements are feasible. I
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I TUNABLE PLASMA ROCKETS WITH RF-HEATING
AND MAGNETIC THRUST CHAMBERS

Franklin R. Chang Diaz and T. F. Yang*
Astronaut Office, NASA Johnson Space Center

Houston, Texas 77058; April 1993

3 Abstract
3 Theoretical and experimental research in tunable plasma

propulsion (variable Isp/thrust at constant power) has been carried out
over the last decade. Important developments include: 1) the
demonstration of an increased RF-to-plasma coupling efficiency (68%)
as a result of antenna design and relocation, as well as wave launching

i techniques; 2) Theoretical demonstration of plasma-field detachment at
the rocket exhaust, and 3) experimental validation of predicted
performance parameters. including direct thrust measurements using a
ballistic double-pendulum capacitance sensor. Other results include the
estimation of attractive power specific mass or "alpha" values of 8
Kg/kW, including the power system, and using off-the-shelf
components. Substantial improvements to these values are expected
with emerging techrnologies in high temperature superconductivity andRF-confinement.

i Summary

Important developments include the demonstration of an increased
RF-to-plasma coupling efficiency and experimental validation of
predicted performance parameters, including direct thrust
measurements using a ballistic double-pendulum sensor. New system
developments point out that specific weight can be reduced to 6Kg/kW.

I

i *Dr. Yang is presently at the M.I.T. Plasma Fusion Center
Cambridge, Massachusetts.
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3 Investigations of the Critical Ionization Velocity
(CIV) Phenomenon in Space
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3 Pl's: Edgar Y. Choueiri, Robert 0. Jahn and Arnold J. Kelly
Electric Propulsion and Plasma Dynamics Lab. (EEPDyL)
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Scientific Collaborators:
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Viktor Oraevsky, Vladimir Dokukin and
Alexander Volokitin IZMIRAN, Russia

1 Summary

An understanding of the physics of ionization in the MPD thruster is of ut-
most importance since ionization losses are highly irrecoverable and are a major
cause of inefficiency in high-power self-field MPD thrusters. There are many
theoretical and experimental indications that ionization in the MPD thruster is
anomalous i.e. enhanced by turbulence. The fundamental mechanism underly-
ing anomalous ionization is still poorly understood. Active space experiments
are ideal to stage plasma interactions involving anomalous ionization, such as
the critical ionization velocity (CIV) interaction, which can be monitored and
studied using onboard plasma diagnostics. The goals of our present study are
to conduct active space experiments onboard the Russian APEX satellite to in-
vestigate the fundamentals of anomalous ionization, to develop experimentally
verified models and to include the resulting models in state of the art MPD

2I
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ANOMALOUS IONIZATION AND THE MPD THRUSTER 2 1
thruster fluid codes much like we did for anomalous resistivity and heating in
our previous AFOSR-sponsored work. I
2 Technical Discussion

2.1 Background and Relevance of Anomalous Ionization

A spectroscopic investigation of the ionization process in the MPD thruster
conducted recently in our laboratory[I] has yielded the first hard evidence im-
plicating anomalous ionization. The study found that classical ionization rates
are exceeded by two to four orders of magnitude. Such findings effectively im-
ply that the role of plasma microinstabilities in enhancing ionization must be U
invoked. This has reinforced our earlier theoretical speculations[21 on the role
of the critical ionization velocity (CIV) phenomenon in MPD thruster physics.

The critical ionization velocity (CIV) phenomenon is an instability-driven
ionization process that is central to many problems in plasma dynamics. It has
been first hypothesized by Alfvdn in 1942 and then invoked in the context of
cometary physics, the formation of the solar system, planetary tori and more
practically interaction of spacecraft exhaust with plasma environment, ioniza-
tion processes in plasma guns and self-field MPD thrusters (see the recent review
in ref. [31).

In all situations where CIV is invoked, a plasma microinstability (of the
streaming type) is believed to heat (through the resulting turbulence) the high
energy population of the electrons thus significantly enhancing electron-impact
ionization. Since the relative motion becomes strongly coupled to the ionization
process through the instability, an equipartition of energy leads to the breaking
of the relative motion of the plasma down to a characteristic velocity uci, (ur =
Vý/ýIM) that is dependent on the ionization potential (e) and mass (M) of
the neutral atom and is called critical ionization velocity. The characteristic U
velocity ud thus plays a threshold role for the initiation of enhanced ionization.

In the self-field MPD thruster the ionization and acceleration processes can
become coupled through a current-driven instability. A CIV-type interaction
can thus result without a relative motion between ions and neutrals since the
rklative motion between ions and electrons (i.e. the current) can provide the
source of energy channeled by the instability to the ionizing electrons.

The presence and importance of current-driven microinstabilities in the MPD
thruster have been unambiguously proven by theoretical, numerical and exper-
imental work in the past 5 years[4, 5]. The unstable modes have characteristic
frequencies near the lower hybrid frequency much like the unstable modes ex- l
cited by the ion-streaming instabilities behind the space manifestations of CIV.
Moreover, the impor- rnce of u4, as a characteristic velocity and scaling pa-
rameter in the perfc . ance of MPD thrusters has been demonstrated in 1985
through experimental testing of an MPD thruster with various propellants[2]

I
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ANOMALOUS IONIZATION AND THE MPD THRUSTER 3

3 (argon, krypton and xenon).

2.2 Using Active Space Experiments to study CIV

One obstacle in studying the CIV phenomenon experimentally within the MPD
thruster is the smallness of the ionization front (about 1 mm thick[1]) and its
location (near the gas inlet) which render the ionization region very difficult for
access by standard probing techniques.

The importance of the Earth ionosphere and magnetosphere as an ideal lab-
oratory to test the CIV phenomenon has been widely recognized in the past ten
years[6]. The relative velocity between a neutral gas injected from a spacecraft
and the background plasma is effectively the orbital velocity which is larger than
u• for many gases. Moreover, he use of plasma diagnostics onboard satellites
and subsatellites could allow for a thorough and parametric test of CIV.

The overall objectives of our current work are to conduct such tests in space
and use the observations from these tests and other similar tests[7] along with
computer particle simulations and theoretical techniques to synthesize anoma-
lous ionization models. These models will be formulated in terms of macroscopic
parameters to facilitate their inclusion in fluid flow codes of the MPD thruster
such as the one developed and currently being used at our laboratory[8].

APEX (Active Plasma Experiment in Space) is a project of the Institute of
Terrestrial Magnetism Ionosphere and Radio Wave Propagation (IZMIRAN) in
Russia. The APEX satellite was launched on December 18 1992 and consists
an extensive battery of plasma diagnostics and a sub-satellite.

We have recently finished a series of planned neutral gas releases from APEX.
During these experiments we staged .0leases of neutral xenon at different alti-
tudes (between 400 and 3000 kin) setting up a supracritical relative motion
between the injected cloud and the ambient plasma. Under the proper con-
ditions the relative streaming between seed ions in the injected neutral cloud
and ions in the ambient plasma can excite microinstability and sustain a CIV
interaction.

A charged particle analyzer was used to measure the energy and pitch angle
distribution of electrons and ions with energies between 30 eV and 30 keV. The
instrument has 12 directions of view. A complete spectrum is measured in one
second. An electron flux analyzer, intended for satellite potential measurements
was used to measure the flux of precipitating electrons with energies ranging
between 5 and 1000 eV. Langmnuir probes and retarding potential analyzers were
used to measure ambient plasma parameters with T. between .1 and 10 eV.
A radio-frequency ion composition analyzer was also available (1-60 a.u.m.).
The LF wave diagnostics permitted the measurement of three components of
the electric field up to 700 mV/m with a frequency range of .01 - 22 kHz
and a sensitivity of 2 x 10-7-2 x 10-8 V/m/OvH. The LF wave unit was
supposed to measure three components of the magnetic field in the frequency
range of .1 - 22 kHz with a sensitivity of 4 x 10-6 nT/'vAI but unfortunately

2
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failed prior to the CIV tests. The HF wave unit allowed the measurement of
one component of the electric field and magnetic fields between .1 and 10 MHz.
Data from the onboard scanning spectrometer and the photometer were recorded
and might be useful for the portion of the tests conducted in darkness. The dc
magnetic field is measured with a 3-axis fiuxgate magnetometer with a dynamic
range of ±6400 nT.

A specialized computer code for the deconvolution, reduction and display of
the instrument data from the raw digitized telemetry tapes is currently being
developed at Princeton. Some preliminary results showing evidence of plasma
density enhancement that could possibly be attributed to a CIV process will be
shown at the contractors meeting.
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SUMMARY/OVERVIEW

3 The effect of acoustic perturbation upon the time variation of the chamber pressure in an
experimental liquid rocket engine with a coaxial injector is being investigated. A pair of
compression drivers are used to excite a transverse acoustic field at strengths of up to 155.6 dB
in the combustion chamber. Ethanol and oxygen enriched air are used as the fuel and oxidizer.
Increasing the equivalence ratio from 3.8 to 7.4 decreases the chamber pressure response to
acoustic excitation. Increasing the excitation amplitude from 147 dB to 156 dB increases the
chamber pressure response. This study will elucidate the effect of different physical mechanisms
Son the dynamic behavior of liquid propellant rocket engines.

AUTHORS: A. Ghafourian, S. Mahalingam and J. W. Daily

I TECHNICAL DISCUSSION

Rocket engine manufacturers rely heavily on empirical and actual test data during the design
stage of rocket engines in order to prevent the occurrence of instabilities during flight operation.
This is clearly an expensive approach. Thus, the long term objective of our research is toi develop predictive models that will help rocket designers build high performance, stable liquid
rocket engines. Injectors in liquid rocket engines are exposed to relatively high amplitude
pressure and velocity field oscillations (acoustic waves). These oscillations have a pronounced
effect on the atomization of liquid propellant. Sufficient evidence from past workl&Z-3 and our
present research reveals that the structure and characteristics of atomization under unsteady
conditions (as would occur during a combustion instability) deviate considerably from
atomization behavior under steady conditions. Thus, the dynamic behavior of liquid propellant
atomization is of major importance, especially when atomization pro very small droplets.

In this work, external excitation is used to induce pressure and velocity fluctuations. The
advantage is a complete control over frequency, and amplitude, so that linear and nonlinear
forcing regimes can be investigated. Although, the dynamic response of atomizers has been
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shown to be important in theoretical studies on the possible coupling between atomization and
acoustic waves leading to combustion instability, it has never been measured. Its knowledge can
lead to the use of linear stability theory to clarify the role of atomization in high frequency
combustion instability. 3

The uni-element coaxial combustor used in this study has transverse dimensions of 5 cm x
5 cm. Its length can be varied from 28 to 43 cm by moving the exit nozzle location. The
coaxial injector has a center post with an inside diameter of 1 mm and with a 4 mm width
surrounding annulus. A complete description of the experimental facility used in this study is
given in Huynh et al. (1992). A Kistler Piezotron transducer is used to measure the chamber
pressure 1.5 cm downstream of the injection plane.

Results3

Recent experimentation has been conducted to determine the effect of equivalence ratio and
excitation amplitude upon the time variation of chamber pressure under forced and unforced
conditions. The gas phase and liquid phase velocities were held constant at 92 m/s and 15 m/s,
respectively. The equivalence ratio was varied by the addition of pure oxygen to the gas phase
resulting in a range from 3.8 to 7.4 . This procedures was adopted in order to keep the
atomization characteristics of the system constant. The thermophysical properties of oxygen are
essentially similar to air. Thus, atomization parameters including Weber number and density
ratio were held relatively constant. However, the static chamber pressure varied with equivalence I
ratio. This was caused by the use of the same size chamber exit nozzle for all the experiments.
A variety of exit nozzles are under construction in order to decouple the chamber pressure from

equivalence ratio.

Unexcited chamber pressure recording frr an equivalence ratio of 3.8 is shown in Figure 1.
The power spectra of these signals indic - presence of three frequency ranges. The first I
range is centered at 200 Hz and the otht ranges are centered at 1250 Hz and 2500 Hz.
There is a slight increasing shift of these ranges as the equivalence ratio is reduced. This is
probably caused by the fact that at lower equivalence ratios the chamber experiences higher
temperatures and thus higher sound speeds, and hence increased oscillation frequency.

The acoustic compression drivers were tuned to excite the chamber at 2950 Hz. Chamber I
pressure record under forced condition, for an equivalence ratio of 3.8 is shown in Figure 2. The
power spectra of these signals indicate a peak at the excitation frequency. This is expected
because the combustion chamber, excitation system, and pressure transducer are in a closed
system. The interesting result is that the observed peak at the excitation frequency increases as
the equivalence ratio is decreased. The peak power at the excitation frequency versus 3
equivalence ratio is displayed in Figure 3. The effect of excitation amplitude for a fixed
equivalence ratio of 3.8, holding all other parameters constant, was examined. As shown in
Figure 4, the peak power at the excitation frequency increases as the excitation amplitude is 3
increased.

FUTURE WORK3

Currently, work is under way to determine the effect of gas phase velocity, equivalence
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ratio, excitation frequency, chamber length, and injector post recess upon the time variation of
chamber pressure and localized heat release (C2 emission) between forced and unforced
conditions. Schlierien images are being acquired to analyze the fluid mechanical response to
excitation. The analysis includes an examination of the frequency content (power spectra) of the
measured signals to determine if the acoustic forcing frequency can drive the physical process
under investigation. The phase and amplitude response of the signals relative to the perturbation
will also be obtained. This information is a direct measure of the (n,t) parameters applied to
(ni) correlations commonly used in industry to predict instability behavior. In addition, auto-
and cross-correlations of these signals will be acquired to determine the periodicity and similarity
of the measured signals and perturbation.
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THE USE OF VORTEX SEPARATION TO CLEAN NUCLEAR ROCKET PLUMES
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E SUMMARY

This purpose of this work is to develop a system which will remove radioactive material from the
plumes of nuclear rockets. The work to date includes a detailed computational analysis of a
vortex separation system, which has identified the system's critical parameters. Ongoing work is
intended to: 1) determine whether vortex separation will work and 2) identify the critical
parameters which are of intesest to the designer. This research addresses the need for a plume
cleaning system if nuclear rockets are to be tested on the ground or used in the near-Earth
environment. In addition, this research addresses an area in which, to the best of our knowledge,there has been no previous work of any type.

AUTHORS: David Oh, Research Assistant.

Daniel Hastings, Professor of Aeronautics and Astronautics

U TECHNICAL DISCUSSION

Nuclear thermal rockets have existed as a concept since the 1950's, and offer a
combination of high thrust and high specific impulse that make them ideal systems for the
transportation of large payloads in a timely manner. Over the past two decades, a great deal of
experimental and theoretical work has been done on these systems and, given the need, solid core
rockets could be built and flown within the decade. However, the presence of radioactive
material creates very serious safety and contamination issues if these devices are to be ground
tested or used in the near earth environment. In particular, during the NERVA tests of the
1960's, it was observed that even solid core rockets can emit highly radioactive hydrogen
plumes. These plumes not only make it difficult and expensive to test these systems, but may
actually contaminate the exterior surfaces of the spacecraft with radioactive material.
Unfortunately, there is very little experimental data available on the composition of these
plumes, but judging from what is available, it seems reasonable to assume that both gaseous and
solid radioactive material will be present in the exhaust. This research will investigate a system
which uses artificially induced swirl to remove solid material from the exhaust plume before it
leaves the rocket nozzle.

The basic principle behind vortex particle separation is a simple one: since the radioactive
material in the plume has a much higher density than hydrogen gas, centrifugal forces can be
used to force it to the outside of the flow where it can be "skimmed" off before it passes through
the nozzle. Such forces can be created by passing the flow through a fixed vane swirler and
creating a vortex in a separation chamber. A diagram of this system in shown in figure 1, below.

Bn~m To ReKc r . . .. ... . .. . .. .

Hied Vane Swifter 

3•

Figure 1: Proposed Vortex Separation System
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4" I
Centrifugal separation systems have has been used for decades in chemical processing

and uranium enrichment systems. This particular system, however, is unique because the flow
velocity places severe constraints on the separation time. Under typical conditions, the hydrogen I
might leave the combustion chamber at velocities near 1100 m/s (Mz = 0.3). Therefore, if the
separation chamber is to be a meter in length, the separation time must be on the order of a
millisecond or less.

Once. the flow has passed through the separation chamber, its outer portion can skimmed
off and filtered to remove radioactive material. The non-radioactive portion of the flow can then
be returned to the reactor and reused as a propellant. The result is a regenerative cleaning
scenario which greatly lowers the engine's Isp losses (though the lost mass flow still lowers the
overall thrust of the system). There are additional performance penalties associated with the
mass of the separation chamber, the filtering system, and their associated cooling systems, but
the present work does not examine these issues. Instead, it deals with the vortex separation U
process and the ability of this system to keep radioactive material from escaping out the rocket
nozzle.

In order to study this process, a two part computational simulation has been developed to
model the flow of particles in a swirling flow. The first part consists of an invicid flow solver to
model to flow in the channel using a MacCormick finite difference scheme. The second part
consists of a particle tracking code to model the motion of particles in the flow produced by part
one. The simulation was run on the 115x30 computational domain which simulates a constant
radius channel with a choked exit. For the work shown here, it is assumed that the system is
coupled to a NERVA class nuclear rocket with a nominal thrust of 300,000 N, a chamber
temperature of 2500K, and a chamber pressure of 29 atm. I

The type of swirl profile produced by the fixed vane swirler is entirely controlled by thedesigner. Initial studies focused on swirlers which produce solid body rotation profiles, i.e.

e = f'r

In general, there are five parameters which control the system's efficiency: the chamber length,
the particle density, the particle radius, the skimming ratio*, and the flow rotation rate. However,
in the effort to identify the system's most critical parameters, several of these parameters have
been combined or eliminated. First of all, it has been noted that there is a linear relationship
between the skimming ratio and a modified version of the system efficiency. In particular, if one
defines a linear efficiency, T1', with the following (implicit) relationship:

The following equation is found to be accurate to within 10% under all conditions simulated:

Where l'o is the linear efficiency for a skimming ratio of zero. The result of this relationship is
that this equation and a table of values replaces what would otherwise be pages of graphs based I
on simulated computational data.

The other major parameter which has been identified is a dimensionless frequency, v,
which is defined as the product of the rotation rate and the transit time of particles through the
chamber. This parameter is of great interest to the designer, as it determine the relationship
between the rotation rate and the length of the separation chamber. Figure 2 shows a plot of data

* Skimming ratio is a dimensionless measure of the portion of the flow "skimmed off' at the end of the separation
chamber. Using the variables shown in figure 1, it is defined by the following equation:

Sr = R , - R._. s
R,

The higher the skimming ratio, the more material is skimmed off and filtered. 3
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from five different simulations plotted vs. v. The interesting result is that data from a variety of

runs collapses to a single curve so long as the size and density of the particles remain constant.I
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Figure 2: System Efficiency vs. v for 40 pin graphite particles.

A series of plots like those in figure 2, but for particles of different sizes and densities,
shows that there is a strong relationship between the system efficiency and the size and density of
the particles in the flow. Based on this observation, it is possible to def'me another critical
parameter, the centrifugal to drag force ratio, which is (approximately) given by the following
expression:

I F~ =2 1 aPp _U2

Fd 3 Cd r P" (r ._Ue) 2

I Based on this expression, is it possible to define the critical velocity, vc, as the value of uo which
produces a force ratio of unity under a given set of conditions. The computational results show
that this system operates most effectively when this critical velocities is equal to 1/3 to 2/3 of the
flow's maximum tangential velocity. The reason for this correlation can be seen in the particle
tracking plot below:

1IUII R 100 UJIn

I O.S

I .. 1S

0..10 - 0 .5M 01s 5OI

Figure 3: Particle Tracking Data for Particles with Different Critical Velocities

Figure 3 shows that particles with different critical velocities follow radically different paths in
the separation chamber. The 1 p.m graphite particle, which has a high critical velocity, remains
coupled to the flow down most of the length of the channel and follows a long, spiral path
towards the outside wall. The 100 pim particle, on the other hand, has a low critical velocity and
uncouples from the flow very quickly. As a result, it travels directly down the channel, ignoring
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the influence of the fluid all together. Neither particle moves to the outside of the flow in a I
particularly efficient manner. In the first case, although the particle is quickly accelerated to a
high tangential velocity, drag forces dominate its motion and prevent it from gaining too high a
radial velocity. In the second case, the particle uncouples too quickly and practically never I
accelerates at all. As a result, the particles which are separated most efficiently are those with
intermediate critical velocities, such that the particles remain coupled to the fluid long enough to
reach a high tangential velocity, and then uncouple as they travel towards the outside of the I
channel.

To date, the work done on solid body rotation systems has identified three parameters
which are of importance to the vortex separation process: the skimming ratio, the dimensionless
frequency, v, and the critical velocity, vo. The critical velocity is the most important of these
parameters, as it determine the distribution (size and density) of the particles which are removed
from the flow. The dimensionless frequency, v, is also of great interest to the designer, as it sets
a lower limit on the channel length and rotation rate and can be used to carry out basic design I
trades on the system. Finally, the skimming ratio has a linear, and relatively weak, influence on
the efficiency, but is important because it determines how much of the flow is "lost" to the
filtering system.

In an actual system, constant angle swirlers would probably be of more interest than solid
body rotation systems because they can achieve higher efficiencies at a given rate of swirl.
Figure 4 shows an efficiency graph taken under conditions similar to those used for figure 2, but
for 1 gtm Uranium particles in a constant angle swirling flow.

o~ ..... . . .... ..................................... *O *f r* ........ ......... ........ l

0 .8 . .......... " ............ ".................. ..... ......................

xi
0 .6 - ...-----......." ...t .. ..... ....... -........... . .... .... •........ ............

0.2... ... I0.4 - .-.--.-----. *....... .... • .................... .............. ............ ...........

0 . .' ............. ........... ...... 1 .... 1 .... ........... .........

0 5 10 Is 20 25 30 35 3
Figure 4: Constant Angle Swirl Results, 1 pm Uranium particles.

Note that the simulated data shows that constant angle systems can easily reach efficiencies
greater than 95% under these simulated conditions.

In conclusion, vortex separation system shows some promise. While the lack of
experimental data makes it impossible to draw final conclusions, it is clear that, at least for
particles with the correct distribution of sizes and densities, this system can easily achieve I
efficiencies greater than 95%. The research done to date has characterized the governing
parameters of this system to the extent that, once experimental particle distribution data is
available, one can easily determine the practical value of vortex separation as a cleaning system
for nuclear rocket plumes.

-I
I
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DROPLET COLLISION IN LIQUID PROPELLANT COMBUSTION

(AFOSR GRANT No. F49620-92-J-0355)

Principal Investigator: Chung K. Law

Princeton University
Princeton, NJ 08544

I
SUMMARY/OVERVIEW

Droplet collision is an essential process in spray combustion,
intimately influencing the spray characteristics in the dense spray region.
The present study aims to gain fundamental understanding on the mechanisms
governing the observed phenomena of permanent coalescence, bouncing, and
separation upon collision. Specific issues of interest include the extent of
droplet deformation, the dynamics of the inter-droplet flow, the relative
importance of the gas resistance force as compared to the collisional inertia,
and the relevant rheological properties of the gases and liquids. Extensive
experiments have been perforwe'd for various liquids, environment gases, and
system pressures. Valuable insights have been gained regarding the specific3 mechanisms and factors .ontrolling the various droplet collision outcomes.

TECHNICAL DISCUSSIONS

Our previous experimental results indicate that the collisional dynamics
of hydrocarbon droplets can be significantly different from those of water
droplets. Specifically, earlier literature results on water droplet collision
at one atmosphere pressure showed that coalescence and separation are
respectively favored for small and large Weber numbers (We), as shown in
Fig.la, in which B is the collision impact parameter. Our experimental
observation, however, showed that the transition between coalescence and
separation for hydrocarbon droplets at one atmosphere is far from being
monotonic. Indeed, as shown in Fig. le, there are five collision outcome

regimes, representing (I) coalescence with small droplet deformation, (II)
bouncing, (III) coalescence with large droplet deformation, (IV) separation
after near head-on coalescence, and (V) separation after off-center
coalescence. Regimes (I) to (IV) occur for near head-on collisions with
increasing We, while Regime (V) is characteristic of large values of We and B.
Regime II is absent for water droplets such that Regimes I and III merge.

During the reporting period we continued our investigation, aiming to
understand the fundamental mechanisms governing the different collision
outcomes. We are especially interested in the transition between the five
regimes identified above and the factors governing the qualitative difference
in the collision behavior between water and hydrocarbon droplets. The above
phenomena are expected to be inter-related such that they should be
describable within a unified viewpoint.

The crucial factor responsible for the different behavior of water and
hydrocarbon droplets is clearly the transition between Regimes I, II and III.
Here, as the droplets collide, they become deformed due to the pressure
buildup in the gas film between the droplets. This deformation absorbs the
kinetic energy of collision, therefore reduces the ability for the inter-
droplet gas film to be squeezed out in order to effect coalescence. Since the
extent of deformation depends on the surface tension of the liquid, it is
reasonable to expect a different behavior for water and hydrocarbons. Further,
since displacement of the gas film depends on the density and viscosity of the
gas, one may also expect that the collision outcome depend on the gas

I properties.

-271-



In the present investigation we have manipulated the effects of the gas I
and liquid properties by conducting experiments with both water and
hydrocarbon droplets in environments of different gases (e.g. air, nitrogen,
helium) and pressures (ranging from 0.6 to 12 atmospheres). The experimental I
results show that the collision behavior of water and hydrocarbon droplets are

actually similar when the influence of the environment gas density is taken
into account. A preliminary theoretical study relating the droplet collisional
dynamics with the inter-droplet gas motion has also been performed. These
results are presented in the following.

Figures la to Ic show the collision outcomes of water droplets with
increasing pressure. It is seen that while Regime II does not exist at 1
atmosphere, as mentioned earlier, it is observed for off-center collisions
when the pressure is increased to 1.68 atmosphere. When the pressure is
further increased to 2.77 atmospheres, a fully-developed Regime II is observed
in that droplet bouncing occurs for both off-center and head-on collisions. I
Thus with increasing gas pressure, and hence increasing gas density, bouncing

is facilitated because of the increased amount of mass of the gas film that
needs to be squeezed out. This result therefore demonstrates that there is no
fundamental difference in the collision behavior of water and hydrocarbon
droplets.

Figures ld to if show the collision transition boundaries for
tetradecane droplets with increasing pressure. Figures Id and le basically
correspond to Figs. lb and lc for the water droplets in that, with increasing
pressure, a fully-developed Regime II is obtained. Figure If, however, shows
an additional phenomenon, namely with further increase in pressure, Regime I
occurs for such small values of We that it is basically unobservable. This
further substantiates the importance of gas density in promoting droplet

bouncing in Regime II.
By using helium as the environment gas, the same pressure dependence was

observed. The effect, however, is weaker than that of air or nitrogen such I
that higher ranges of pressures are needed for the same phenomena. This is
consistent with our understanding because helium has a lower density than
nitrogen at the same pressure

We next consider the transition from Regime III to Regimes IV and V.
Since the transition now occurs at higher We, and since coalescence is always
possible, we expect that the dominance of the collision inertia should make
the collision outcome less sensitive to the gas properties. Thus the important
factors here should be the kinetic energy of collision and the surface tension
of the liquid. The former promotes separation, through the extent of
deformation, while the latter controls the resistance to separation. Since
these two factors are collectively represented by We, the transition boundary
should primarily depend on We. Figure 2 shows that this is indeed the case for
the liquids tested.

A theory is alf 1,eing formulated to describe the transition behavior
related to Regimes I, II, and III. It is based on the observation that the
droplets are already sufficiently deformed at the transition boundaries, and
on the importance of the interaction time during collision. Preliminary
results indeed indicate a non-monotonic behavior in the minimum distance of
approach with increasing We. This theory will be further developed during the
coming year.

-
I
I
I
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Figure 1 Water and Tetradecanec (C14H30) droplet collision
outcomes at different pressures in nitrogen.
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Figure 2. A schematic of the boundaries between regions (1ll) and (IV), (111)
and (IV) for water and hydrocarbon droplet collisions at different pressures
In different gases.
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IN THE NEAR INJECTOR REGION OF IMPINGING JETS
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AFOSR Grant No. F49620-92-J-0343

I Principal Investigator: Prof. Dimos Poulikakos

Department of Mechanical Engineering
University of Illinois at Chicago

842 W. Taylor St.
Chicago, IL 60607-7022

ISUMMARY/OVERVIEW
I The purpose of this research is to study the fluid dynamics of high speed impinging jets using

state-of-the-art single and double pulse holographic techniques that can provide information and

3 evidence which more conventional techniques ( such as LDV and PDPA ) cannot provide. The

effect of several factors on the atomization process will be examined including, to a certain extent,
the presence of a high pressure and temperature ambient.

I TECHNICAL DISCUSSION

During the first year of the research a major effort was expended toward : a) The design and

fabrication of the experimental apparatus. b) The development and instrumentation of the optical

setup for the holographic technique. With reference to the former, the experimental apparatus was

I designed, fabricated and tested. It can produce very reliably pairs of impinging jets of velocities up

to 30 m/sec in the turbulent regime, jet diameters in the range 0.5 - 1.5 mm and impingement

angles in the range 100 - 900. The experimental apparatus was successfully tested in-situ. With

reference to the latter, the intricate holographic technique was finalized after a tedious process
through which various alternatives were considered for optimization purposes. Single pulse

holograms showing three dimensional images of the structure of the impingement region both at

the microscopic level and at the macroscopic level were recently fabricated successfully.

I Fabrication of additional holograms and image processing of the relevent data is currently in

progress. Due to space limitations the details of the experimental apparatus and the intricate

I holographic techniques will not be discussed herein. Preliminary results will be discussed next.

Figure 1 shows photographs of holograms of the impingement region corresponding to an

I impingement angle O = 500, jet velocity Vj = 4.8 m/s and jet diameter dj = 1.0 mm. The working

fluid is water. The abovementioned velocity is in the moderate velocity regime. Figure I(a) showsI an overview of the liquid sheet produced by the impingement. The liquid sheet is basically of the
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I
closed rim type although near its bottom tip some disintegration of the edge is observed.

Atomization is generated at the periphery of the tip. A wave structure is clearly visible on the

surface of the sheet. Figure l(b) shows the details of the flow structure near the sheet edge in the

region identified as no. 1 in the earlier Figure 1(a). Liquid ligaments are pulled from the edge of the

rim eventually breaking off. The shape of the edge of the sheet is reminiscent of interfaces in the

presence of Kelvin-Helmholtz instabilities. Figure 1 (c) is interesting, indeed. It focuses on the

microscopic details of region no. 2 identified in Figure l(a). It shows simultaneously the wave

structure of the surface of the sheet as it meets the edge of the rim, as well as the ligament-droplet

generation in the edge vicinity. Finally, Figure 1 (d) shows the microscopic details of the flow

structure near the disintegrating tip of the rim identified as region no. 3 in Figure 1(a). Of interest

here is the presence of a surface wave pattern in the direction perpendicular to the main wave

pattern of the surface leading to the tip disintegration.

The results of Figure 2 are for conditions identical to those of Figure 1 with the exception that

the jet velocity is now considerably higher, Vj = 10.9 m/s. Figure 2(a) is an overview of the

impingement region revealing the presence of an open, partially disintegrated sheet, with

atomization occuring even on top of the impingement region. Of great interest is the presence of
"holes" creating discontinuities on the partially disintegrated sheet the importance of which will be

discussed later ( in connection with Figure 2d ). Details of the fluid dynamics of the impingement
region are shown in Figure 2(b),(c),(d) which correspond to regions 1,2, and 3 on Figure 2(a),
respectively. As shown in Figure 2b, liquid ligaments are separated backward, from the edge of
the sheet leading to small droplets. The size of the droplets is visibly smaller than that observed in
Figure 1. Some wave structure combined with rippling caused by aerodynamic effects is visible

near the edge of the sheet. The details of Figure 2(c) ( region 2 in Fig 2a ) are similar to those of

Figure 2(b). Again, the presence of much smaller droplets compared to those of Figure 1 is

obvious. Figure 2(d) focuses on one of the holes ( discontinuities ) of the partially disintegrated
sheet ( region 3 in Figure 2a ). This photograph is evidence of additional atomization occuring
around the edge of the hole aiding the creation of the spray and contributing to the disappearance of

the sheet at higher velocities.
A thorough production of holographic data for single and double pulse cases ( which will yield

velocity data for the liquid elements ) as well as image processing of the data is currently in

progress.

I
I
I
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Figure 1 Photographs of hologram revealing the structure of the impingement region of two jets

wihimpingement angle 0 =50P, Viet = 4.8 m~s, dj.a = 1.0 mm,
()overview of the liquid sheet, (b) microscopic detail of the region identified by no. 1 in Figure

I3a) (c) microscopic detail of the region identified by no.2 in Figure 1 (a), (d) microscopic
dealof the region identified by no. 3 in Figure I (a).
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Figure 2 Photographs of hologram revealing the structure of the impingement region of two jets

with impingement angle 0 = 500, Vjet = 10.9 m/s, djit = 1.0 mm
(a) overview of the impingement region, (b) microscopic detail of the region identified by no. 1 in

Figure 2 (a), (c) microscopic detail of the region identified by no.2 in Figure 2 (a), (d)
microscopic detail of the region identified by no. 3 in Figure 2 (a).
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206 West 18th Avenue
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I
5 SUMMARY/OVERVIEW:

The performance of arcjet thrusters operating on molecular propellants such as ammonia (NH 3) or hydrazine

(H4 N2 ) is limited by frozen flow losses. A significant fraction of the input electrical energy into the device can be

lost in various internal modes of the propellant molecules (vibration, electronic excitation, dissociation, and
ionization). These modes take precious energy away from the directed kinetic energy of translational motion of the
molecules which is required to generate useful thrust Scale-up of existing designs to higher powers requires a
fundamental understanding of the various mechanisms of frozen flow losses, and the ability to accurately quantify
them. This is our primary objective. Additionally, injection of simple monatomic species into the propellant
stream to V-T (vibration-translation) relax the gas is being exploreo. This has the potential to extend the present1 limits on specific impulse for the ammonia and hydrazine arcjets.

TECHNICAL DISCUSSION:

3 The arcjet thruster is one in a class of devices known as electrothermal thrusters. Electrothermal thrusters
derive their thrust by conversion of electrical energy (transmitted by a current on the order of a hundred amperes) into
directed kinetic energy. This is achieved primarily by ohmic heating of the propellant, followed by expansion
through a nozzle. The typical arcjet geometry consists of a plenum (subsonic flow), a constrictor (subsonic or sonic
flow), and a diverging nozzle (supersonic flow). The propellant (typically hydrogen, ammonia, or hydrazine) is
introduced via injection ports in a boron nitride backplate with a swirling (azimuthal) component of velocity. This
swirl is thought to be required to stabilize arcs operating above atmospheric pressure. The arc itself consists of a
region of high temperature gas confined to dimensions smaller than the constrictor diameter, but then expands to
attach downstream on the nozzle walls. Despite the apparent simplicity of the device and its operation, current
understanding of the processes of mass, momentum, energy, and species transport in such flows is poor. It is also
not clear whether a rational basis exists for the present geometries of the 1 KW and 30 KW arcjet thrusters.

The nozzle region of the arcjet serves essentially as an energy conversion device to convert the input
electrical energy into directed kinetic energy or thrust. The gas in the nozzle region undergoes a rapid expansion
wherein the translational temperature decreases rapidly in the flow direction. While the translational temperature
decreases in real flows however, internal processes such as vibrational and electronic energy transfer require times
much longer than the characteristic flow time in order to equilibrate. Therefore, a substantial portion of the input
electrical energy (30%-50% by simple estimates) remains "frozen" in these internal modes. This has dramatic
implications for performance characteristics, and will influence the choice of propellant for a given mission. The

focus of this proposed research is to (1) utilize existing and our own on-going state-resolved measurements of
chemical rates in order to accurately calculate the amount of frozen flow losses in ammonia and nitrogen arcjets, and
to (2) explore the possibility of reducing these losses either by pre-mixing a fast VT (vibration-translation) relaxing
monatomic gas (such as He, Ne, Ar, etc.) in the propellant stream, or by injecting into the downstream nozzle
section. In these respects, the present work differs from other on-going work[l-3].

Frozen flow losses in the nozzle region are due to vibrational, rotational, and electronic non-equilibrium.
This type of non-equilibrium is not unique to arcjets. Such high speed non-equilibrium flows are common in the
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study of various gas dynamic lasers[4]. Extensive experimental and numerical work has been performed at The Ohio
State University[5-91. A distinct feature of the arcjet however, is the presence of the arc in the plenum, constrictor,
and nozzle regions. This arc is confined to only some regions of the flow and therefore, necessitates the inclusion of
charged particles in the simulation of these regions. By contrast, the cooler regions of the flow are free of charged I
particles. This means that the chemical kinetics together with finite rate ionization and recombination will render
the numerical solution stiff. Consequently, a 2-D, axisymmetric (but with swirl), viscous, cold-flow (no reactions)
model of the arcjet fluid mechanics was developed[9j. This is an important step before including multiple species I
(electrons, ions, atoms, and molecules), multiple temperatures, and electromagnetics, but without including
vibrational and electronic non-equilibrium[81. This pathological case is useful for model verification, and to ensure
that boundary conditions are adequately satisfied. A 2-D axisymmemric model with swirl, including the latter effects
is currently being developed and is near completion. Finally, the full chemical kinetics and state-resolved molecular i
energy transfer kinetics will be incorporated in a fully 3-D modeL

The numerical methods for highly non-equilibrium high speed reacting internal flows is not by any means
trivial. Although the numerical techniques of MacCormack[10-12] and Beam and Warming[13] are well developed
for supersonic e-ternal compressible flows, the incorporation of finite rate kinetics and the problem of internal flow
complicates the schemes substantially. Stringent demands must therefore be placed on computational speed,
stability, and accuracy especially if a 3-D simulation is the ultimate goal. The chosen numerical scheme known as
the Linear Block Implicit (LBI) method first developed by Briley and McDonald( 141 shows tremendous promise. We
have shown that this method scales extremely well from quasi 1-D to 2-D[8,9]. This method also shows tremendous
promise for 3-D simulations of supersonic, reacting, internal flows.The LBI scheme also scales extremely well on I
vector machines, with the size of the blocks in the resulting block matrix equations arising from the discretizauion.
It is therefore ideally suited to complex multi-dimensional flows with many species, and state-resolved kinetics
describing the evolution of the respective species populations.

WIe have identified certain key parameters in the arcjet geometry that can influence its performance. These
are the design mass flow rate, the distance from the inlet plenum to the beginning of the converging section, and the
ratio of the inlet area to the throat area. These critical quantities have been identified on the basis of cold-flow
simulations, and are expected to be even more critical for the real gas flow. Notable are the following differences
between the two geometries: (1) The inlet area ratio (defined as the inlet channel cross sectional area at the location
of the propellant injectors divided by the throat area) for the 30 KW arcjet is much smaller than that for the 1 KW
arcjet (12 versus 86), (2) the cathode tip extends much farther into the constrictor for the I KW geometry than for the
30 KW geometry, and (3) the exit area ratio (defined as the cross sectional area at the exit plane divided by the throat
area) is significantly larger for the 1 KW case than for the 30 KW case (171 versus 25). The reason for the
significance of these parameters is related to the issue of whether or not the injected swirl survives through the
constrictor. This can have important ramifications for arc stability as well as presence of swirl at the exit plane.

As an illustration, we consider tangential swirl injectors which introduce a maximum non-dimensional U
swirl velocity of 0.1 (non-dimensionalized with respect to the frozen speed of sound at the reservoir temperature).
Contours of swirl are shown in Fig. I (for the 30 KW geometry) and Fig. 2 (for the 30 KW geometry with a
Shorter plenum) for a mass flow rate of 17 mg/s. As can be seen from these figures, the swirl persists and is I
enhanced upon passing through the converging section. The mass flow rate (Reynold's number) at which this
occurs is important. If the mass flow rate (Reynold's number) were higher, the injected swirl would decay before
reaching the constrictor When the same velocity profile but with a maximum swirl of 0.2 is injected into the I KW I
geometry, the swirl is seen to decay but persist so that the presence of swirl in the constrictor is negligible (see Figs.
3). Note that in both geometries the swirl decays through the plenum, and increases in the converging section. In
the 30 KW case, this increase leads to a swirl above that injected initially, whereas in the 1 KW case this increase
leads nowhere near the initial value.

These results may best be understood by considering the principle of conservation of angular momentum.
In brief, this principle states that the influx of angular momentum into a control volume (cv) is equal to the efflux I
of angular momentum exiting the cv plus the torque due to viscous forces. The torque due to viscous forces is in

turn composed of two quantities; first, the torque due to shear stresses within the cv (integrated over the cv), and
second, the torque due to the shear stresses at the walls. At low mass flow rates, the shear stress at the anode and
cathode surfaces are insufficient to overcome the influx of angular momentum due to the injected swirl.
Consequently, the swirl survives until the converging section. In the converging section, the swirl gets enhanced
due to the decreasing cross sectional area provided the torque from the viscous forces is small here. This is why this 3
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I effect is most noticeable at low mass flow rates or low Re. At the higher mass flow rates or Re, the wall shear (and
hence torque) becomes large enough to counter the effect of area variation. In the 30 KW geometry, the streamwise
component of the inlet velocity is larger than in the case of the 1 KW geometry due to the respective differences in
inlet area ratios. Consequently, the influx of angular momentum is small in the 1 KW geometry. It is clear
therefore that the design mass flow rate, inlet area ratio, length of the plenum from inlet to the beginning of the
converging section, and length of the converging section are critical design narameters.

As part of any good computational effort, there must be a parallel theoretical component. This is to ensure
the accuracy and correctness of the numerical model, as well as to provide physical insight into any numerically
generated solutions. Although analytical models of the arcjet flow with chemistry are impossible, simple models
with j~cious approximations can simulate and explain some of the phenomena in the arcjetl2,3].
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I
Fig. 1:Non-dimensionai swirl contours for the 30 KW geometry. Note that the injected swirl is overcome by

viscous effects and fails to survive ir bo the converging section or the constrictor

I

Fig. 2:Non-dimensional swirl contours for the 30 KW geometry with a shorter plenum, showing pockets of high
swirl at the injection point, as well as in the constrictoc The maximum swirl at the constrictor is 0.14
versus 0.1 at the inlet, indicating enhancement.

0.2 I

II

Fig. 3:Non-dimensional swirl contours for the 1 KW geometry, showing pockets of high swirl at the injection
point, as well as in the constrictor. Note that the maximum swirl at the constrictor is 0.06 versus 0.2 at
the inlet indicating that although the swirl survives until the constrictor, it is not enhanced as in the 30 KW
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